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Abstract. BitTorrent users and consumer ISPs are often pictured as
having opposite interests, with end-users aggressively trying to improve
their download times, while ISPs throttle this traffic to reduce their
costs. However, inefficiencies in both download time and quantity of
long-distance traffic originate in BitTorrent randomly selecting peers to
interact with. We show that biasing the link selection allows one to re-
duce both median download times by up to 32% and long-distance traffic
by up to 16%. This optimization can be deployed by modifying only the
BitTorrent trackers. No external infrastructure nor specialized client-side
software deployment is necessary, thereby facilitating the adoption of our
technique.

1 Introduction

Peer-to-peer applications have significantly changed the landscape of Internet
traffic management. While traditional client-server applications used to gener-
ate a majority of localized download traffic, peer-to-peer applications generate
large amounts of global outgoing traffic. The impact is such that some fear the
Internet will run into serious capacity problems within a few years [1]. In partic-
ular, BitTorrent, being reported as the foremost contributor of Internet traffic,
has created a new antagonism between end users and their ISPs. While Bit-
Torrent implementations deploy aggressive data transfer strategies to reduce file
download times, consumer ISPs are forced to buy transit from global networks,
driving up their operational costs. As a result some ISPs use throttling strategies
to keep their costs under control [2], which in turn impacts the download times
of their customers.

The reason why BitTorrent generates so much global traffic is that each peer
of a given torrent selects other peers to exchange data with in a random fash-
ion, without any consideration of network distance. Each peer then continuously
updates its active connection set in a greedy fashion in favor of peers that can
provide the best upload rates. The relative worse performance of long-distance
peers may somewhat induce BitTorrent clients to exchange data with peers
located nearby, but only among those in their local peer set.

This paper shows that careful selection of the initial peer sets given to each
BitTorrent client can significantly reduce both the user-perceived download times
and the generated amount of long-distance traffic. While this idea is not new, all
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existing implementations rely on the global deployment of either network mea-
surement infrastructures [3,4] or client-side extensions [5,6]. We argue that none
of these approaches are practical, since they both require massive deployment of
specialized software before beneficial effects become noticeable for the users and
their ISPs. For example, while the authors of the Ono plug-in for Azureus can
legitimately be proud of having deployed their code to over 400,000 clients, such
a number represents only a small fraction of all BitTorrent users and therefore
has little impact on global Internet traffic.

We propose to bias the connections maintained by BitTorrent clients towards
nearby nodes using coordinate-based latency prediction. Importantly, our ap-
proach requires no global software adoption or deployment. The only required
operation to optimize a whole torrent is to update its tracker with our soft-
ware, and install a handful of globally distributed “landmark” servers. In our
experiments we run a dozen of landmarks in PlanetLab, but in a real setting
we expect that multiple BitTorrent trackers would organize themselves to be-
come landmarks for each other. We refer to such reconciliation of both users and
ISPs interests as zero-day, in reference to zero-day security attacks which can be
launched at any time by mere exploitation of already deployed software.

Our approach relies on passive latency measurement. Peers are made to open
TCP connections with each landmark by adding the addresses of landmarks
to the first list of peers returned by the tracker. The measurements obtained
from the TCP connection are used to compute the location of the peer in a
centralized network coordinate system (GNP) [7]. The tracker can thus reply
to any subsequent request from that peer with a list of carefully selected peers
in place of the usual random choice. Applying this selection bias significantly
reduces traffic cost for ISPs, while reducing download times for the tracker’s
end-users. We evaluate our approach through carefully designed simulations,
which we validate against PlanetLab. We show that it allows to reduce the
median download times by up to 32%, and the quantity of global Tier-1 traffic
generated by up to 16%.

2 Related Work

Several approaches proposed to bias BitTorrent traffic towards nearby peers.
However, they all rely on large external infrastructures or client-side modifica-
tions, which largely hampers their applicability.

Bindal et al. proposed bias based on peers’ ISPs [5]. A peer selects k peers
within the same ISP and the rest from other ISPs. Unfortunately this requires
either modified BitTorrent clients or specialized infrastructure at the ISPs which
makes deployment difficult. Moreover, the whole approach depends on a high
number of peers sharing the same ISP, which rarely happens in practice. Finally,
this approach does not distinguish between two ISPs in the same town, which
are likely to have some peering relationships in place, and two ISPs in different
continents, which, instead, must acquire transit from Tier-1 ISPs in order to
communicate.
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The iPlane project monitors routes from hundreds of locations to build a
single, coherent view of the Internet [4]. iPlane can help build a biased BitTor-
rent tracker. Rather than using only network distance, it also uses loss rates
to estimate the TCP throughput between peers. The fine-grained network mea-
surements and models of iPlane may produce more accurate results than GNP,
but they require a huge infrastructure. This infrastructure is currently deployed
on PlanetLab for research purposes, but deploying a commercial or public alter-
native would be much more expensive than a cooperative GNP system. Finally,
the iPlane topology maps are very large (several GBytes) and look-ups compu-
tationally expensive.

P4P allows ISPs to publish their network information and preference for peers
to connect with [3]. This solution exploits a network oracle akin to iPlane but
here the ISPs can provide fine-grain network information. P4P has support from
a few large ISPs, but to be effective it would need to be supported by a vast
majority of ISPs worldwide and in collaboration with BitTorrent trackers.

The Azureus BitTorrent client implements the Vivaldi network coordinate sys-
tem [8]. Vivaldi strongly resembles GNP, but uses peer-to-peer interaction instead
of fixed landmarks. Although this approach could allow Azureus clients to bias the
choice of peers to unchoke, this technique is limited to Azureus clients only.

Some public databases (e.g., http://www.ripe.net) enable to map IP ad-
dresses to ISPs, thus possibly removing the need of tracking peer’s location
through landmarks. This information, is however often incomplete and coarse-
grained. Similarly to [5], it does not allow to identify nearby peers from different
ISPs.

Finally, Ono is a plug-in for the Azureus BitTorrent client that relies on
Akamai [6]. Akamai owns servers in many locations, and redirects its clients to
the closest replica through DNS. Each Ono peer resolves DNS names of popular
websites hosted by Akamai. If two peers receive the same IP addresses, they are
likely to be relatively co-located. Ono uses this information to select nearby peers.
Ono’s applicability is however unclear. Although it has been downloaded 400,000
times, this represents only a small fraction of all BitTorrent users. Hence, any
gains made due to selection will only have local effects. In addition, the authors
show that Ono-enabled clients experienced slightly lower median download rates
than regular ones.

3 Background

3.1 BitTorrent

BitTorrent is a peer-to-peer protocol for distributing large files [9]. Each file of-
fered for distribution uses a separate overlay, managed by one tracker responsible
for maintaining the overlay membership. To join a BitTorrent network, a client
registers at the corresponding tracker, with the identity of the torrent to join
and its own contact address1. The tracker adds the new peer to the membership
1 Although some recent versions of BitTorrent clients also support a DHT-based decen-

tralized tracker, most available torrents normally rely on a centralized tracker [10].

http://www.ripe.net
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Fig. 1. Swarm size distribution (number of peers in swarms with 2x−1 < size ≤ 2x)

list, and returns a random subset of this list to the client to build its initial peer
set.

BitTorrent relies on incentives to encourage participants to contribute their
upload bandwidth in the file distribution process. The incentive scheme is based
on reciprocation such that a peer uploads content only to those from which it
receives something in return. Each peer autonomously decides which peers to
unchoke, that is which peers to send file content to. Similarly, each peer can
decide to choke a peer that does not upload sufficient data and unchoke another
peer in the hope to obtain a better throughput. BitTorrent thus uses only local
greedy policies in selecting the destination of uploaded traffic so as to maximize
its own download rate. Other possible optimization metrics such as the implied
cost of long-distance traffic are not taken into consideration. The local peer set
is refreshed only when peers disconnect due to client exit, connection failure or
long period of inactivity. This makes the initial peer selection particularly critical
to provide the peer with a good set of nodes to choose from.

Importantly, any form of a peer selection bias can be effective only when
applied to large enough networks. If the swarm is smaller than the peer set
size (usually 50), clients will have all peers in their peer set. We studied the
distribution of network sizes that any peer may be part of, by screen-scraping
the number of peers from 150,000 torrents on a popular BitTorrent tracker.
Figure 1 shows that about half of the clients belong to a network of 82 peers or
more, and are therefore likely to benefit from biased link selection. In addition,
we can expect the networks they are in to generate the majority of traffic as
many smaller networks are idle.

3.2 ISP Economics

ISPs use two types of relationship to carry traffic between machines located in
different ISPs. First, two ISPs that exchange large amount of traffic may peer
with each other, that is establish a direct connection between their two networks.
The cost of a peering relationship is virtually constant regardless of the quantity
of traffic exchanged. Other traffic is sent through a Tier-1 ISP, whose business
is to carry traffic between ISPs. Tier-1 ISPs charge their service on a per-volume
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and sometimes per-distance basis. Consumer ISPs therefore have a financial
incentive to reduce the volume of traffic that their users upload into Tier-1 ISPs.

BitTorrent, by uploading large quantities of traffic to randomly selected nodes
creates a financial burden to consumer ISPs. Since peering can only be done
between ISPs that are physically close, most of this traffic must be sent over Tier-
1 networks. Some ISPs have reportedly tried to reduce their costs by throttling
BitTorrent traffic. Although this may indeed reduce their peak traffic rate, it
creates bad customer experience. A better solution in our opinion is to deploy
mechanisms such that the majority of BitTorrent traffic is exchanged inside ISPs
or through peering relationships instead of Tier-1 ISPs. As we show later, such
measures have the favorable side effect of reducing user-perceived BitTorrent
download times.

3.3 Peer-to-Peer Connection Throughput

Download time improvements derive from the fact that reducing the latency of
paths has the side-effect of improving the connection throughput. We consider
three main parameters that together contribute to defining the throughput in
BitTorrent.

Access link capacity. Many users access the Internet through asymmetric cable
or ADSL connections. This has important implications for BitTorrent where
each downloaded packet is in principle reciprocated with one uploaded packet:
download link capacities are rarely saturated by BitTorrent traffic. The only
bandwidth bottleneck concerns the upload capacity. Even though this limitation
remains constant regardless of the BitTorrent node selection strategy, upload
capacities are not necessarily utilized to their full extent in real scenarios, and
potentially provide room for download time improvement.

Internet throughput. Although the core Internet links can be considered as well
provisioned compared to the end users access links, there exists a weak, inverse
correlation between latency and bandwidth [11, 12]. Therefore, reducing the la-
tency of paths used for BitTorrent traffic can likely increase the throughput of
these connections. Similarly, shorter paths are likely to exhibit lower packet loss
rates.

TCP throughput. Any single TCP connection has a maximum achievable through-
put driven by inter-node latency, and regardless of the capacity of the underlying
network. This bottleneck is due to the fact that TCP window sizes are limited to
65536 bytes. In the total absence of packet loss, the maximum throughput of a
single connection is Wmax

RTT , where Wmax is the maximum window size and RTT is
the round-trip time. Any packet loss further reduces this maximum throughput.

4 Design and Implementation

Our approach relies on instrumenting the BitTorrent tracker so that it can esti-
mate inter-peer network latencies, and return biased selections of links to each
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peer. Each time a peer P connects to the tracker, the tracker returns a set of
other peers which exhibit low latency paths to P . The client remains completely
unaware of this bias and behaves as usual. However, as we show in the next
section, due to the low latency of these paths, these connections are more effi-
cient than in the traditional BitTorrent and enable saving download time and
reducing inter-AS hops.

To build this, one should address three questions: (i) the tracker must estimate
inter-peer latencies, although issuing N2 measurements in a torrent with N peers
is unacceptable; (ii) latency measurements must be realized with no explicit
support from the peers themselves to preserve our client-independent approach;
(iii) the tracker must select links to return to each peer so as to favor low latencies
without compromising other important properties of the BitTorrent swarm.

4.1 Latency Estimation

Directly measuring the pairwise latencies between peers of a given torrent would
require O(N2) measurements, which is unacceptable for large torrents. A classi-
cal solution to this problem is the use of GNP “network coordinates” where each
node is given a d-dimensional coordinate and inter-node latency is estimated as
the Euclidean distance between coordinates [7,13]. The advantage of coordinate-
based latency prediction is that it only requires latency measurements from each
node to d + 1 landmarks, as opposed to N2 for pairwise measurements.

In the initial phase, each landmark measures its round-trip-time to every other
landmark. Landmark coordinates can then be computed such that the Euclidean
distance between coordinates matches the measured latencies. This translates
into a minimization problem over an error function ε. The procedure to determine
the coordinates for a regular node is similar to the initial phase. The round-trip-
time between the node and each landmark is measured and coordinates are
computed by minimizing the sum of the error function. GNP can predict over
90% of latencies within 50% relative error. This is generally sufficient to find
nearby hosts.

4.2 Passive Latency Measurements

Each time a new peer joins a torrent, we need to issue latency measurements
between the peer and each of the landmarks to derive the new peer’s coordinate.
However, we cannot expect any explicit support from the peer itself since we do
not want to rely on specialized software at the client side. Instead, we rely ex-
clusively on the BitTorrent protocol itself and on passive latency measurements.

Whenever a new BitTorrent client registers at the tracker, the tracker re-
turns a small set of randomly selected peers (like a normal tracker), plus the
addresses of the landmarks. Since clients start with an empty peer set and do
not distinguish between actual peers and the landmarks they will open connec-
tions to each. A landmark can then passively measure its latency to the peer
by measuring delays between packets during the TCP three-way handshake [14].
Once a connection is established, the landmark gracefully closes the connection
and reports the measured latency to the tracker. When the tracker has received
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enough measurements from the landmarks, it can compute the peers’ coordinate.
The client, after several unsuccessful connections to landmarks, will contact the
tracker again to obtain a fresh set of peers. The tracker can then predict the
latency between the client and other peers using the Euclidean distance between
the nodes’ coordinates.

While a tracker may decide to run landmarks itself, we expect small groups
of trackers to organize and provide each other with landmarks for their mutual
benefit. The associated workload is very low. Each client must be measured
once by each landmark, and the implied network overhead is very low. Trackers
can also maintain a memory of past measurements, which further reduces the
overhead due to latency measurements [13].

4.3 Peer Selection

When a BitTorrent client contacts the tracker for new peers, the tracker should
not systematically return the n closest peers to this client. First, doing this
creates a risk of partitioning the swarm into disjoint cliques. Second, it would
reduce the interest for a client to ask for new peer sets, since these sets would
remain largely identical from one request to another.

Our modified tracker returns a number of peers selected randomly from the
25% closest peers, plus a few more peers selected randomly in the whole swarm.
The first measure increases the gain of repeatedly contacting the tracker, while
the second keeps the swarm connected. We however note that in our experiments
we found it extremely difficult to partition BitTorrent swarms, even when the
tracker returns no long-distance link. We discuss this further in Section 5.5.

Another potential issue is that, when a new torrent is created, the tracker
initially has only few nodes that can be returned to the clients. If the tracker
would return a full peer set, this would create a clique of nodes all connected to
each other. Any subsequent node that joins the torrent would find it difficult to
connect to any pre-existing node. We prefer returning a smaller number of links
to the first clients that show up, so that subsequent nodes can join more easily.

5 Evaluation

Evaluating a BitTorrent optimization in a realistic setting is very challenging
due to the difficulty of involving hundreds of users across the world. We evaluate
our system on PlanetLab, although the large bandwidths between PlanetLab
nodes are not representative of most BitTorrent users. We therefore also devel-
oped a simulator that reproduces the network conditions experienced by regular
BitTorrent clients, communicating over the Internet. The simulator models prop-
agation delay, TCP throughput and upload capacity sharing. We feed it using
data obtained from actual BitTorrent clients and use PlanetLab experiments to
validate the simulator2.

2 All our implementations can be found at http://marcoslot.net/latorrent.htm

http://marcoslot.net/latorrent.htm
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The simulator implements the standard BitTorrent algorithms [15,16], includ-
ing choking, optimistic unchoking, strict piece priority, request pipelining and
rarest first piece selection. Messages are delayed based on latency data and TCP
throughput is estimated after the popular PFTK model [17] with a window size
of 216 bytes, taking into account fair sharing of the access link capacity.

5.1 Experimental Settings

We first present a set of experiments using real measurements taken from Planet-
Lab. We focus here on validating our simulator by comparing the results obtained
in both approaches. We deployed the original BitTorrent client (version 5.2.0)
on 141 PlanetLab nodes, and our landmark implementation on 7 nodes. We fed
our simulator with the same configuration using measured latencies and packet
loss rates between these nodes.

We tested our system under two scenarios with maximum sizes of 200 and
1,000 nodes to analyze the impact of biased selection in small and large-scale
BitTorrent networks. To extract a representative set of peers to use in our
simulations we used the data provided by iPlane [4], a service providing ac-
curate loss, latency and path predictions for a large number of Internet hosts.
iPlane periodically participates in BitTorrent swarms to also measure access
link bandwidths. From the resulting set of BitTorrent peers and their pair-
wise latency, loss and path predictions we used uniformly drawn samples in the
simulations.

To reproduce a realistic join rate, both in the PlanetLab- and iPlane-based
experiments, we took segments out of the Izal tracker log [18]. We introduce new
peers based on the offset of the starting times in the log and continue doing so
until we reach the maximum number of peers. The peers download a 256MB
file originating from a single seed, which remains available during the whole
experiment. The seed has above-average upload capacity. Since our completion
times will not match the tracker log we do not use the tracker departure times.
Instead we let peers stay with mean departure time of 2 minutes after completing
their download.

We measure the following metrics: (i) the download time, defined as the time
required for a peer to download the whole file; (ii) the latency of network paths,
weighted by the quantity of traffic actually exchanged via each path; and (iii) the
fraction of traffic exchanged through a Tier-1 ISP. We considered ASNs 174,
209, 701, 1239, 1299, 1668, 2914, 3356, 3549, 3561, 6453 and 7018 as Tier-1
ISPs.

Each experiment was repeated 5 times in each configuration.

5.2 Simulator Validation

To validate the accuracy of our simulator on a real wide-area network, we run
our system in PlanetLab and compared the results against those obtained from
the simulator, fed with the real values of latency, bandwidth and packet-loss rate
as measured on PlanetLab. Table 1 shows that our simulator is indeed successful
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Table 1. PlanetLab vs. Simulated performance

Download time Latency

PlanetLab Simulated Δ(%) PlanetLab Simulated Δ(%)

Standard(median) 357 s 347 s 2.08% 57 ms 49 ms 14.0%

Biased (median) 286 s 288 s 0.7% 55 ms 45 ms 18.2%

Standard (90-th percentile) 1700 s 1704 s 0.2% 268 ms 254 ms 5.2%

Biased (90-th percentile) 1251 s 1387 s 9.2% 267 ms 240 ms 10.1%

(a) Download time and latency

PlanetLab Simulated Δ(%)

Standard 41% 39% 4.8%

Biased 39% 38% 2.5%

(b) Tier-1 Traffic

at reproducing the behavior of a real network, providing a good approximation
of the real performance for all three metrics introduced above3.

This is a key result for two reasons. First, it allows us to concentrate on
simulations to evaluate the effectiveness of our approach in settings typical of
real BitTorrent swarms. Second, it shows that our biased tracker reduces the
median download rate by 20% and the 90-th percentile by 26%. Conversely, the
improvement is lower in terms of Tier-1 traffic. The reason is that most traffic in
PlanetLab is routed through few different university networks, so the incidence
of Tier-1 traffic is relatively limited. As we will observe later in this section,
in realistic settings the Tier-1 traffic accounts for more than 80% of the whole
traffic.

5.3 Simulation Results

We now turn our attention to the evaluation of our approach based on simula-
tions, and using a more realistic set of nodes and network metrics taken from
iPlane.

Tier-1 traffic. Our goal is to reduce both the cost of ISPs and the user down-
load times. To analyze the cost of ISPs we determine how much traffic is routed
through a Tier-1 ISP. Table 2 confirms that a large fraction of standard Bit-
Torrent traffic is routed through Tier-1 ISPs, and therefore results in a direct
financial cost for consumer ISPs. However, using the biased tracker the Tier-1
traffic is reduced by 11% for a network of 200 peers and by 16% for a network
of 1000 peers.

Note that these results have been obtained using a uniformly random sample
of nodes from the iPlane dataset. This means that nodes are uniformly spread
around the globe, therefore making Tier-1 traffic unavoidable. However, many
torrents are only of regional interest [19]. We expect that our approach would

3 Note that even though the relative value of the median error for the latency is rather
high (∼15%), its absolute value (<10ms) makes it practically negligible.
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Fig. 2. Number of peers with download time < x

Table 2. Percentage of traffic routed through Tier-1 ISPs

Network size Standard Biased Gain(%)

200 nodes 81% 73% 11%

1,000 nodes 81% 68% 16%

perform better in such settings, since the tracker would have more short paths
to choose from.

Download Time. Figure 2 reports the CDF of download times for a 200-node
and a 1000-node network. The biased approach delivers much better download
times, with improvement of the median download time of respectively 12% and
32%. Large networks perform better because the tracker then has more nodes
to choose from.

These two graphs represent a worst-case scenario in the sense that the swarm
has only a single seed. However, real torrents normally have several seeds avail-
able at any time. In the data from Figure 1 we observed on average 5 seeds
for every 3 leechers. Figure 2(c) shows a 200-nodes scenario where the swarm
contains 100 seeds and 100 leechers. The median gain in download time raises
from 12% to 22%.

Traffic Latency. To estimate the distance over which traffic is sent, Figure 3
shows the CDF of latency experienced by traffic. Results show a large decrease of
latency when using the biased tracker, with median improvements of respectively
33% and 75%. Again, the large-scale network exhibits a greater improvement.

5.4 Adaptive Sample Size

In previous experiments, the tracker always returned a full peer sample size (50
peers). However, as discussed in Section 4.3, this can degrade the performance
because early nodes may establish links to distant nodes and later prevent closer
nodes to contact them. We now evaluate our system when the size of the sample
returned is 2 ×√

N , where N is the current swarm size.
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Fig. 3. Traffic exchanged over links with latency < x
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Figure 4 evaluates the adaptive strategy against the standard and biased ones
in the 200-leechers scenario. To better isolate the phenomenon we focus only on
the first 200 peers which completed the download. Clearly, performance benefits
from the adaptive solution. While the biased tracker achieves a gain of 12%
compared to the standard tracker, adapting the sample size to the current size
of the network gains 18%. Even an unbiased tracker shows a small gain using
this technique.

5.5 Bias Degree

As detailed in Section 4.3, our biased tracker returns a few random nodes (10%
in our experiments) to prevent network partitions. Figure 5 shows the effect of
varying the bias degree in the 200-leechers scenario, ranging from a fully random
selection (bias=0) to a fully biased one (bias=1). Even with a full bias no network
partitioning appears, and our system performs even better. The reason is that
the default size of the peer set (50 nodes) is large enough to ensure strong
connectivity of the entire network. On the other hand, for lower values of the
peer set, we can foresee that partitions may occur. Investigating the impact of
bias using different values of the peer sets is part of our immediate research
agenda.
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5.6 Deployment Degree

We claim that modifying only the tracker allows to optimize entire swarms at a
time, while client-based approaches depend on the number of clients which imple-
ment the latency-based bias. Figure 6 shows the performance of an Ono-like ap-
proach [6] for different fractions of Ono-enabled clients in the swarm. It is difficult
for us to reproduce the accuracy of Ono’s latency estimations. Instead, we assume
here that enabled clients have a perfect latency predictor among themselves to se-
lect nearby links. We observe that, despite the very favorable assumptions taken,
in order to achieve comparable performance to our approach, more than 50% of
clients must participate. In real settings, with inaccurate latency prediction, this
number would reasonably be even higher. Given the vast number of BitTorrent
implementations, this would be very hard to achieve in practice.

6 Conclusions

BitTorrent encourages peers to donate their unused networking resources to
help distribute popular content. The tremendous success of this simple idea
however sharply increased the amount of global traffic uploaded by end users. We
showed in this paper that relatively simple optimizations can provide significant
performance improvements, with 11-16% reduction of expensive Tier-1 traffic in
challenging scenarios. We also find the median download times are reduced by
12-32%, providing strong incentive to deploy these optimizations.

We explicitly aimed at easy deployment of our approach. We therefore ex-
cluded any solution that would require code deployment at the client side, or
the prior availability of massive global services. Instead, optimizing a whole
torrent requires only a modified tracker and a handful of landmarks. We even
expect that the need for explicit landmark deployment will disappear if multiple
trackers agree to cooperate and behave as each other’s landmarks.

We present this work and make our implementations freely available in the
hope to attract the attention of major BitTorrent tracker operators. Should they
adopt this technique, the seemingly opposite interests of BitTorrent users and
their ISPs might be partially reconciled.



Zero-Day Reconciliation of BitTorrent Users with Their ISPs 573

Acknowledgments

We wish to thank Harsha Madhyastha for providing access to the iPlane data [4]
and Michal Szymaniak for his SYNACK/ACK and GNP implementations [13].

References

1. CNET: AT&T: Internet to hit full capacity by 2010, http://news.cnet.com/

ATT-Internet-to-hit-full-capacity-by-2010/2100-1034_3-6237715.html
2. CNET: Comcast on the hot seat over BitTorren, http://news.cnet.com/

Comcast-on-the-hot-seat-over-BitTorrent/2009-1025_3-6231975.html
3. Xie, H., Yang, Y.R., Krishnamurthy, A., Liu, Y.G., Silberschatz, A.: P4p: provider

portal for applications. In: Proc. SIGCOMM (2008)
4. Madhyastha, H.V., Isdal, T., Piatek, M., Dixon, C., Anderson, T.E., Krishna-

murthy, A., Venkataramani, A.: iPlane: An Information Plane for Distributed Ser-
vices. In: Proc. OSDI (2006)

5. Bindal, R., Cao, P., Chan, W., Medved, J., Suwala, G., Bates, T., Zhang, A.:
Improving Traffic Locality in BitTorrent via Biased Neighbor Selection. In: Proc.
ICDCS (2006)

6. Choffnes, D.R., Bustamante, F.E.: Taming the Torrent: A practical approach to
reducing cross-ISP traffic in P2P systems. In: Proc. SIGCOMM (2008)

7. Ng, T.S.E., Zhang, H.: Predicting Internet Network Distance with Coordinates-
Based Approaches. In: Proc. INFOCOM (2002)

8. Dabek, F., Cox, R., Kaashoek, M.F., Morris, R.: Vivaldi: a decentralized network
coordinate system. In: Proc. SIGCOMM (2004)

9. Cohen, B.: Incentives Build Robustness in BitTorrent. In: Proc. First Workshop
on Economics of Peer-to-Peer Systems (2003)

10. Crosby, S.A., Wallach, D.S.: An Analysis of BitTorrent’s Two Kademlia-Based
DHTs. Technical Report TR-07-04, Rice University (2007)

11. Oppenheimer, D., Chun, B., Patterson, D., Snoeren, A.C., Vahdat, A.: Service
placement in a shared wide-area platform. In: Proc. USENIX Technical Conf.
(2006)

12. Lee, S.J., Sharma, P., Banerjee, S., Basu, S., Fonseca, R.: Measuring Bandwidth
Between PlanetLab Nodes. In: Proc. 6th Intl. Workshop on Passive and Active
Network Measurement (2005)

13. Szymaniak, M., Presotto, D., Pierre, G., van Steen, M.: Practical large-scale latency
estimation. Elsevier Computer Networks 52(7) (2008)

14. Jiang, H., Dovrolis, C.: Passive estimation of TCP round-trip times. In: Proc.
SIGCOMM (2002)

15. bittorrent.org: Bittorrent specification, http://www.bittorrent.org/beps/bep_

0003.html
16. theory.org: Unofficial BitTorrent specification, http://wiki.theory.org/

BitTorrentSpecification
17. Padhye, J., Firoiu, V., Towsley, D.F., Kurose, J.F.: Modeling TCP throughput: A

simple model and its empirical validation. In: Proc. SIGCOMM (1998)
18. Izal, M., Urvoy-Keller, G., Biersack, E.W., Felber, P., Hamra, A.A., Garcés-Erice,

L.: Dissecting BitTorrent: Five Months in a Torrent’s Lifetime. In: Proc. 5th Intl.
Workshop on Passive and Active Network Measurement (2004)

19. Iosup, A., Garbacki, P., Pouwelse, J.A., Epema, D.H.J.: Three lessons from one
peer-level view. In: Proc. 11th Conf. of the Advanced School for Computing and
Imaging (2005)

http://news.cnet.com/ATT-Internet-to-hit-full-capacity-by-2010/2100-1034_3-6237715.html
http://news.cnet.com/ATT-Internet-to-hit-full-capacity-by-2010/2100-1034_3-6237715.html
http://news.cnet.com/Comcast-on-the-hot-seat-over-BitTorrent/2009-1025_3-6231975.html
http://news.cnet.com/Comcast-on-the-hot-seat-over-BitTorrent/2009-1025_3-6231975.html
http://www.bittorrent.org/beps/bep_0003.html
http://www.bittorrent.org/beps/bep_0003.html
http://wiki.theory.org/BitTorrentSpecification
http://wiki.theory.org/BitTorrentSpecification

	Zero-Day Reconciliation of BitTorrent Users with Their ISPs
	Introduction
	Related Work
	Background
	BitTorrent
	ISP Economics
	Peer-to-Peer Connection Throughput

	Design and Implementation
	Latency Estimation
	Passive Latency Measurements
	Peer Selection

	Evaluation
	Experimental Settings
	Simulator Validation
	Simulation Results
	Adaptive Sample Size
	Bias Degree
	Deployment Degree

	Conclusions



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 290
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 290
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.03333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 800
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f0064007500630065007300200062006f006f006b00200069006e006e006500720077006f0072006b0020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


