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ABSTRACT
Email is one of the most important means of online communication.
People spend a significant amount of time sending, reading, search-
ing and responding to email to manage tasks, exchange information,
etc. In this paper, we focus on information exchange over enter-
prise email in the form of questions and answers. We study a large
scale publicly available email dataset to characterize information ex-
change via questions and answers in enterprise email. We augment
our analysis with a survey to gain insights on the types of questions
exchanged, when and how do people get back to them and whether
this behavior is adequately supported by existing email manage-
ment and search functionality. We leverage this understanding to
define the task of extracting question/answer pairs from threaded
email conversations. We propose a neural network based approach
that matches the question to the answer considering comparisons
at different levels of granularity. We also show that we can improve
the performance by leveraging external data of question and answer
pairs. We test our approach using a manually labeled email data
collected using a crowd-sourcing annotation study. Our findings
have implications for designing email clients and intelligent agents
that support question answering and information lookup in email.
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From: Jack
To: Alice; Bob Monday 11:12 AM
Subject: ABC Testing

Hi Alice and Bob,
I am trying to plan for the next round of ABC testing. Do either of you know what percentage
of the ABC tests are automated and how long does it take to go through an entire cycle of tests
if there are no bugs?
Thank you!

Thanks,
Jack

Similar questions you answered before:
Q: Do you know what percent of the ABC tests are manual and how much time does it take
to run them?
A: It takes two day to run through all the tests, barring any problems. Most of the old tests are
fully automated but we have been adding new ones that are still manual. So approximately
20% of the testing is still manual.

Figure 1: A motivational example showing how extracted
question/answer pairs could be presented to users when a
similar question is asked.

1 INTRODUCTION
Email is one of the most popular online activities and remains the
major tool for communication and collaboration. In 2017, the total
number of business and consumer emails sent and received per
day was estimated to be 269 billion, and is expected to continue to
grow at an average annual rate of 4.4% over the next four years,
reaching 319.6 billion by the end of 2021 [1]. Email is particularly
popular for work related communications with 86% of professionals
naming email as their favorite mode of communication [1]. A recent
survey shows that reading and answering emails takes up to 28%
of enterprise workers’ time, which is more than searching and
gathering information (19%), communication and collaboration
internally (14%), and second only to role specific tasks (39%) [11].

Dabbish et al. [16] developed a conceptual model of the main
purpose email serves in an organizational context. They identified
four distinct uses of email that have been previously studied in
literature: task management, social communication, scheduling and
information exchange. They conducted a survey with 124 partici-
pants to characterize different angles of email usage. They report
that 36% of emails contained some information or attachment and
18% contained information requests. This shows that information
exchange is one of the main uses of email. Email is often used to
ask questions and respond to information requests. The ability to
archive such information was shown to be one of the primary rea-
sons users save messages [53, 54]. Previous research also shows
that emails with information requests or responses are less likely
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to be deleted by the user, and more likely to be left in the inbox or
filed [16].

Previous research studied how people go back to information
in their mailboxes. Some tend to create more structure in their
mailboxes (especially with business email), where they organize
their emails into categories and folders, while others rely on search
to find emails [9]. We hypothesize that people are more likely to
need to get back to email threads containing questions and answers
and that providing adequate support for this category could assist
users with retrieving this information or with sharing it with other
people. Let’s consider the example in Figure 1. Many users who
have domain knowledge in specific areas tend to receive the same
questions over and over (See Section 3 for details). The ability
to extract question and answer pairs from threaded human-to-
human communication could enable scenarios to assist users with
composing responses to such messages. Additional experiences
could allow users to directly ask questions and get answers if they
think the answer is available in their mailboxes. This could also help
unlock a lot of the organizational knowledge that would otherwise
remain trapped inside people’s mailboxes.

In this paper, we build on previous work by studying information
exchange via question and answers in enterprise email. We present
a detailed analysis of question and answer exchanges in a publicly
available collection of almost 1, 000, 000 emails from a defunct in-
formation technology company. We complement the analysis with
a survey of almost 1, 000 information workers to gain more insights
into the motivation for the observed email use. Motivated by the
study of how people leverage email for information exchange, we
propose a novel method for extracting question/answer pairs from
email threads. We also perform a crowd-sourcing user annotation
study to annotate pairs of question and candidate answers. We use
this dataset to evaluate the proposed approach and show that we
can efficiently identify question/answer pairs with reasonable per-
formance outperforming multiple baselines. Finally, we study how
we can leverage external question/answer datasets from community
question answering forums to improve the overall performance of
our approach.

Our contributions can be summarized as follows:

(1) We present detailed analysis of information exchange in
enterprise email focusing on question and answer pairs in
email thread.

(2) We conduct a survey with close to 1, 000 information work-
ers to gain insights on how they use email for information
exchange. We study several aspects ranging from types of
question and answers, when and how do people get back
to this information, how long does the information remain
relevant, etc.

(3) We define the task of extracting question and answer pairs
from threaded email conversations. We present a novel ap-
proach for extracting such pairs and study the effect of lever-
aging external data to boost the performance. The proposed
method outperforms multiple baseline methods.

The reminder of this paper will proceed as follows: We will
start by discussing related work and contextually positioning the
proposed work relative to the literature in Section 2. We present
the analysis for characterizing information exchange in enterprise

email in Section 3.We describe the datasets and the task definition in
Section 4. Section 5 describes the method we propose for extracting
question and answer pairs from threaded conversation and Section 6
describes our experiments and results. We conclude and discuss
future work in Section 7.

2 RELATEDWORK
Our work is related to several research areas, including email search
and management, email intent understanding and community ques-
tion answering. We cover each of them below:

2.1 Email Search and Management
Much of the early research on email focused on how people orga-
nized and managed their email. Whittaker and Sidner [54] proposed
the concept of email overload to describe the usage of emails be-
yond communication needs, such as task management and personal
archiving. They identified common strategies for handling email
overload such as filing, searching and cleaning. Fisher et al. [20]
found similar results in their study of mailboxes at a large tech
company.

Grbovic et al. [21] show that, with the increase of email mes-
sages over time, users do not use folders and argue that search is an
increasingly important alternative to human-generated folders and
tags. Several studies have focused on developing effective search
systems for email [19, 40]. Dumais et al. [19] found that email was
the most commonly retrieved source of personal information (e.g.
files, web history, emails, etc.). They also showed that people pre-
ferred to sort the results by date most often even when the default
was best-match ranking. Craswell et al. [13] developed better rank-
ing models for email search by combining email metadata with
email content using BM25F. Ogilvie and Callan [36] proposed a lan-
guage modeling approach to combine evidence from the text of the
message, the subject, other messages in the thread, and messages
that are in reply to the message.

Filing and adhoc search are some of the strategies people deploy
to get back to email messages. In this work, we explore one source
of information exchange (question/answer pairs) and provide anal-
ysis and methods for supporting people with getting back to this
information in a more efficient way.

2.2 Email Intent Understanding
Previous research studied email acts and email intent analysis [3,
12, 28, 42]. Cohen et al. [12] proposed machine learning methods
to classify emails according to an ontology of verbs and nouns,
which describe the “email speech act” intended by the email sender.
Follow-up work by Carvalho and Cohen [8] described a new text
classification algorithm based on a dependency-network based col-
lective classification method and showed significant improvements
over a bag-of-words baseline classifier.

Another line of work studied the different actions people may
perform against an email message. Dabbish et al. [16] examined
people’s ratings of message importance and the actions they took
on specific email messages with a survey of 121 people. DiCastro
et al. [17] studied four common user actions on email (read, reply,
delete, delete-withoutread) using an opt-in sample of more than
100k users of the Yahoo! Mail service. They proposed and evaluated
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a machine learning framework for predicting these four actions.
Kooti et al. [27] characterized the replying behavior in conversa-
tions for pairs of users. They investigated the effects of increasing
email overload on user behaviors and performed experiments on
predicting reply time, reply length and whether the reply ends
a conversion. Yang et al. [56] also studied reply behavior focus-
ing on enterprise email. Recently, Lin et al. [30] proposed using a
reparametrized recurrent neural network to model the actions that
the recipient of the email might take upon receiving it.

Our work differs from the previous work in this area in several
important ways. First, we focus on studying information exchange
in enterprise communications.We characterize question and answer
pairs exchanged over email and propose methods for extracting
and linking them. Unlike previous work, we do not classify mes-
sages into intents or speech acts. We also do not try to predict
actions such as reply, delete or forward. Our analysis is focused on
question/answer exchange and goes beyond a single message to
consider a threaded discussion with multiple messages.

2.3 Automated Response Generation
One of the areas that have seen increased attention recently is
automatic response generation for emails or other media of con-
versation. Kannan et al. [25] proposed an end-to-end method for
automatically generating short email responses. The system en-
abled the Smart Reply feature in Gmail. The features present users
with a list of brief response candidates that she can select from to
generate a complete email response. The paper describes a gen-
erative sequence-to-sequence model that is used to score a list of
short candidate replies (less than 20 tokens). A follow-up paper de-
scribed a more efficient method for solving the same problem [22].
Similar work has been done in the area of predicting response in
natural language dialogues with domains like Twitter, movie di-
alogs, etc. For example, Ritter et al. [41] approached the problem
from a machine translation perspective where a tweet is mapped to
a response using phrase-based machine translation. Other recent
works have also applied recurrent neural networks to full response
prediction with applications to movie dialogs [43] or conversations
from Weibo [45].

Our work is different from this line of work in that we do not
attempt to generate a full response in a conversation, rather we
focus on extracting question and answer pairs that already exist in
previous emails. Full response generation in email targets frequent
short responses where the responder intends to acknowledge, con-
firm, etc. a message with a short response. Our objective is different
in multiple ways. First, we aim to extract personal knowledge in
the form of question and answer pairs as opposed to frequent short
responses. Second, while the question and answer pairs could be
used for an experience that supports response generation, it could
be also used for various other reasons such as search or creating
archives of organizational knowledge in the form of questions and
answers.

2.4 Community Question Answering
Another related research area is community question answering
(CQA). In order to make use of the information and knowledge
stored in a CQA archive, two important tasks have been formulated

for questions: (1) retrieving related questions that already exist in
the database [7, 24, 55]; and (2) finding the potentially desirable
answers from the archived answers [4, 31, 46]. Depending on the
techniques in use, prior work on CQA can be categorized into three
groups: (1) statistical translation based methods; (2) latent variable
based methods; and (3) deep learning based methods.

Early work frames this task as a translation problem: given two
parallel corpora (questions and answers), a model learns the cor-
relations from one corpus to another at word or phrase level. For
example, [24] proposed to utilize IBM model 1 to learn a word
translation probability matrix. The work of Cai et al. [7] and Zou et
al. [59] generalized such method by also considering phrase align-
ments. Our method also incorporates translation models, however
the final decision is made based on both the translation model and a
matching-aggregating model described in Section 5. Latent variable
models also attract much research attention. Under the assumption
that relevant questions (or answers) should share a similar topic
distribution, [7, 46] proposed first learning a topic model from the
corpora, then computing the posterior probability that two sen-
tences are drawn from a similar topic distribution. With the recent
success of using vector representations of words in multiple natural
language processing tasks, [29, 46, 57] incorporated pre-trained
word embeddings in their latent variable models.

Recently, deep learning based models have led to rapid improve-
ments for multiple natural language processing tasks [2, 6]. There-
fore, researchers start to explore deep models for CQA tasks. Sev-
eryn and Moschitti [44] proposed to use deep convolutional neural
networks to rank short text pairs. Santos et al. [18] combined deep
convolutional neural networks and bag-of-word representations
to model text similarity. Nakov et al. [34] proposed to predict the
pairwise ranking of two candidate documents based on the learned
sentence embeddings. In [58], two auto-encoders with shared inter-
mediate representation are separately learned from two corpora. As
a result, the need for parallel corpora is alleviated. However, such
approaches only consider sentence level correlations, ignoring all
word/phrase level overlapping or correlations. To address this issue,
[32, 37, 51] proposed a matching-aggregating framework, where
the comparison results between words are aggregated to make a
final prediction. Our work follows this framework, however we
consider comparisons from various levels of granularity, such as
comparisons between words and phrases. We also employ a neural
translation model to capture sentence-level context information.

3 CHARACTERIZING QUESTION ANSWER
EXCHANGE IN EMAILS

3.1 Procedure
We conducted a survey to better understand how people exchange
information via questions and answers in email. The survey was
distributed to a random set of employees within a large technology
company. 924 respondents completed the entire survey, while 13
additional respondents provided partial responses (response rate:
15%, completion rate: 99%). In our analysis, we only consider the 924
who completed the survey in its entirety. 72% of the respondents
were male, and were distributed across a wide age range ranging
from under 20 to more than 60. Respondents came from a diverse
set of roles within the company including: software development,
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How to questions –
32.0%

Where/When/Who 
questions – 29.5%

Verification 
questions – 5%

Quantification 
questions – 2.0%

Definition questions
– 4.6%

Causal relation 
questions – 9.4%

Request questions –
2.0%

Other – 15.5%

Figure 2: Question types distribution
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Causal
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Where/When/Who

How to

Definition

Verification

Very Satsified Satsified Dissatsified Very Dissatsified

Figure 3: Question types satisfaction

program management, sales, marketing, legal, human resources,
administrative assistance, IT support, finance, retail, etc.

The survey was structured into several sections, and was focused
on work emails. In the first section, we asked our respondents about
their general email behavior, such as the email client(s) that they
use, and the number of emails that they typically receive during a
work day.

In the second section, we asked our respondents to recall the
last time they had a question and tried to locate the answer in
their mailbox. This served the role of grounding the main content
questions of the survey and helping the respondents to focus on a
concrete situation. The following prompt was presented: Recall the
last time you were in the following position: You have a question in
mind, and you know that the answer to that question exists in your
work mailbox. So you try to get that answer from your email.

Respondents were then asked several questions focusing on two
main aspects. The first covered what information they were trying
to locate, the type of question they had, whether they tend to need
to get back to the same answer multiple time. The second focused
on how they tried to locate this information and how successful
they were at it.

3.2 Results
Regarding general email usage patterns, 98.7% of respondents in-
dicated that they needed to locate answers from their mailbox to

Table 1: Types of questions used in the survey

Question Type Examples

How to questions How do I set up a new machine?
Where/When/Who
questions

When is the next all-hands meeting?

Verification ques-
tions

Do we have a meeting today?

Quantification ques-
tions

How many items should we purchase?

Definition ques-
tions

What does X mean?

Causal relation
questions

What are the reasons? What are the con-
sequences?

Request questions Can I have access to your computer?

questions they had at least once in the past month. 58.7% of respon-
dents said this happened more than 10 times, 22.2% 5-10 times and
17.9% 1-5 times. Respondents also indicated that using the email
search functionality is very popular with 78.9% using it more than
once a day. We will pivot the results on three main aspects: what
types of questions do people tend to get back to, how do they get
back to the answers and how successful are they with that and how
often do they need to get back to the same answer multiple times.

When asked to recall the last event they had a question with
an answer in their mailbox, the majority of respondents (81.3%)
were able to recall such an event. We asked the respondents to
classify the question into a set of predefined categories based on
the taxonomy presented in [39]. Table 1 shows the most frequently
selected question types with an example for each type. Figure 2
shows the distribution of responses across question types. We note
that the two most popular categories were how-to questions (32%)
and when/where/who questions (29.5%). We also asked the respon-
dents to describe the information they were looking for in free text.
By analyzing the responses, we note that how-to questions are pop-
ular as people frequently need to locate instructions for performing
certain tasks. When/Where/Who questions are popular as people
try to find information about the time or location of events or the
contact person they can ask about an event or a project. Other
question types like verification, quantification, definition, causal
relation and request questions were also present but with small
proportions. Note that, given the way the questions were framed,
this distribution does not necessarily reflect how often are such
types of questions exchanged over email. Rather, it is biased toward
the information that people are likely to need to get back to. For
example, previous work [15] showed that requests are very popular
in work emails. However, it is less likely for someone to try to get
back to such questions compared to questions about instructions
for doing a certain task or the contact person for some project.

We asked respondents about the strategies they employ for find-
ing such information. 90.8% of the respondents indicated that they
use the email search functionality. The remaining respondents used
different strategies such as navigating to a folder or filtering by
flagged messages and then browsing for the message. They also
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indicated that they did not vividly remember the message that con-
tains the answers in 36.1% of the times yet they knew they have
answer in their mailbox. We also wanted to understand how well
do these strategies support users in finding answers to previously
asked questions in their mailboxes. We asked the respondents about
their effort and success with respect to the process of locating the
information. We considered them Very Satisfied if they located the
information in less than one minute, Satisfied if they located the
information in one to five minutes, Dissatisfied if they needed more
than five minutes to locate the information and Very Dissatisfied if
they failed to locate the information. We show the distribution of re-
sponses for each type of question in Figure 3. The figure shows the
question types in order with easier questions (higher satisfaction)
on the top. We note that Verification and Definition questions tend
to be easier to locate while Causal and Quantification questions
tend to be harder. The figure also highlights the opportunity to
provide better support for locating this information which could
increase the user efficiency by helping them locate answers faster
and more successful.

Finally, we wanted to understand how repetitive is the behavior
of locating answers to previously asked questions in email. We were
particularity interested in understanding whether people tend to
get back to the same answers multiple times or not. We started by
considering how old is the message that the user found contained
the answer. We found out that in 20% of the cases, the answer was
received in a relatively recent message (within a week). 40% of
the cases accounted for older messages (within a month), and the
rest accounted for older messages. The respondents also indicated
that they often needed to locate the answer to the same question
multiple times. 44.2% of them reported that they have tried to locate
the answer to their question before, while 45.4% indicated this was
the first time they needed to do that. The rest of them could not
recall. This behavior did not only happen with answers they have
received but also with answers they previously shared to questions
asked to them. 80% of the respondents indicated that they had to
answer a question that they have already answered before via email.
46.8% of the respondents indicated that this happened 1-5 times
within the last month, 21.4% indicated that it happened five to ten
times and the rest mentioned that it happened more than ten times.
The variance could be related to job roles with people working
in roles such as IT support or customer support exhibiting this
behavior more than other job roles.

4 DATA SETS AND TASK DEFINITION
The main task we pursue in this paper can be defined as follows:
given email threads, identify all question answer pairs exchanged
over this thread. This task can be further decomposed into two
steps: (1) identify questions and (2) find the corresponding answers
in the email threads. For questions identification, we apply simple
rules to extract question sentences from Avocado research email
collection [35], which are further filtered by crowd-sourcing anno-
tations. For answer selection, we propose a novel model to select
candidate answers to a given question. To train and evaluate our
model, we collect an email question/answer dataset using a crowd-
sourcing annotation platform. The collected dataset can serve as a
benchmark and advance research study on this task.

We use the Avocado research email collection [35] from the Lin-
guistic Data Consortium as our data source. This collection contains
corporate emails from a defunct information technology company
referred to as “Avocado”. The collection contains the full content
of emails, various meta information as well as attachments, fold-
ers, calendar entries, and contact details from Outlook mailboxes
for 279 company employees. The full collection contains 938, 035
emails.

4.1 Question Identification and Analysis
We use a set of rules and human annotations to identify information
seeking questions. First, all question sentences from the Avocado
collection are extracted, such as those that start with one of six Ws
(who, what, when, where, why and how) and end with question
marks. Then, we filter out question sentences if the email they be-
long to is longer than a pre-defined threshold (e.g. 100 words). The
rationale behind this is that we want to rule out the effects of other
potentially irrelevant information that is contained in very long
emails, and only focus on the question answering interaction. The
question sentences are further filtered based on the crowd-sourced
annotation results (described in Section 4.2) to remove invalid ques-
tions such as clauses and trivial questions such as “how are you?”.
Identifying information seeking questions is an interesting problem
that has been studied before, e.g. [50]. We do not focus on proposing
a solution to this problem in this work and rely on the rule-based
approach followed by human annotation to extract questions with
high precision. The extracted questions are later used to build our
email question/answer dataset.

In order to understand what types of questions are frequently
asked in the extracted sentences, we label each question sentence as
type t if it contains a pre-defined keyword of the t-th question type.
A list of the question types we considered is shown in Table 1. The
keywords were provided in [39] and are generated based on several
example questions for each type. For an instance, the keywords
for the “Request” type questions include {can i, can we, shall we,
...}. Using these keywords, we are able to count the occurrence of
different types of questions in the extracted large collection of sen-
tences. Figure 4 shows the distribution of different question types.
Comparing this distribution with Figure 2, we can see that we have
much more “Request” and “Verification” questions in the extracted
data. Recall that the survey was not asking the respondents about
the questions they have asked or received over email. Rather, it was
asking them about the questions and answers they needed to get
back to later. Contrast this with the data analysis which character-
izes the distribution of exchanged questions regardless of whether
they have been needed again later or not. Note that the Avocado
data does not include user interaction signals and hence informa-
tion about which emails were visited later is not available. This
difference in the distribution could indicate that while “Request”
and “Verification” questions are common, it is less likely for users
to need to look up their responses later. On the contrary, “How to”
and “Where/When/Who” questions both occur with a relatively
high frequency and are likely to be revisited.

We further carry out an analysis about the topics in the collected
questions. While the analysis above focuses on the functionality
of questions, here we investigate the content of these questions. In
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Figure 4: Distribution of different question types in the ex-
tracted question sentences from Avocado dataset.

Figure 5: Top words of certain topics visualized in the form
of word cloud.

order to do that, we train a LDA [5] topic model on nouns and verbs
of the extracted question sentences. For the number of pre-defined
topics, we exhaustively tried 10, 20, 50, 100, 150 and empirically
chose 50 which produced most interpretable results. Figure 5 shows
the top words of four topics visualized in the form of word cloud.
Based on the word cloud visualization, we can interpret that these
four topics are mainly about people information, event and sched-
ules, IT support and network connections, respectively. Question
sentences that are labeled as one of these four topics by our LDA
model constitute 25.6% of the entire questions. There were several
other topics that includes daily life, travel information, etc. The
topic modeling gives us more insights on the content of the ques-
tions in our dataset. It could also enable us to consider leveraging
other datasets with similar topical distribution for pre-training our
models.

4.2 Question/Answer Pairs Annotation
After the question identification step, we attempt to build an email
question/answer dataset. We first locate each question sentence in
its corresponding thread, then take the top 10 paragraphs from all
subsequent emails as its candidate answers. The resulting <question,
answer list> pairs are submitted to a crowd-sourcing platform to
obtain annotations. During the crowd-sourcing annotation step, we
also display the whole email body the question sentences belong to,
in order to provide more information for annotators to understand
the context.

Question Agreement
(1) whether is a valid question 0.91
(2) whether is an enduring question 0.50
(3) select relevant answers 0.48
Table 2: Averaged inter-annotator agreements.

Each annotator is sequentially asked three inquiries for each
<question, answer list> pair:

(1) select whether the question is a valid question;
(2) if answered “yes” to the first inquiry, then select whether

the question is an enduring question;
(3) if answered “yes” to the above inquiries, then select the qual-

ified answers from the candidate answers, or select “none of
all above”.

Since the simple rules that we used for question extraction may
not be perfect, we again ask annotators to filter out non-question
sentences. We also notice that many extracted questions are about
trivial matters, such as “can you stop by my office now?”, therefore
we seek help from the annotators to only retain questions that
convey valuable information which may be needed in the future.

Each <question, answer list> pair is annotated by three different
annotators. The candidate answers with two or more votes is se-
lected as a correct answer for each valid, enduring question. In total
we obtained 1,695 unique questions. The averaged inter-annotator
agreement for the three sequential inquiries are listed in Table 2. We
achieved high inter-annotator agreement for the first inquiry, which
is consistent with the way the question sentences are extracted.
The second and third inquiries are more subjective, resulting in an
inter-annotator agreement of 0.50 and 0.48, respectively.

5 METHOD
In this section, we describe our method for email question answer-
ing task. The proposed method consists of two components: (1) a
matching-aggregating model which extends the decomposable at-
tention model [37] by considering comparisons between words and
phrases; and (2) a sequence-to-sequence translation based model
to capture context information at sentence level.

5.1 Matching-Aggregating Model
Our matching-aggregating model extends the decomposable at-
tention model [37] proposed by Parikh et al. Instead of only con-
sidering comparisons at word level, we also utilize comparisons
between words and phrases. Since the semantic meaning of a text
fragment may not be the simple combination of individual word
semantics [48], using comparisons between words and phrases en-
ables us to capture semantic meanings of phrases. In this way, we
can explore more context information when making predictions.
In the following part, we will first briefly describe the architecture
of the decomposable attention model, then present our extension
with word-phrase comparisons.

The decomposable attention model consists of three components,
namely: (1) an attention module which soft-aligns words in one
sentence to another. The attention weights are calculated based on
the word embeddings; (2) a comparison module which compares
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Figure 6: Illustration of the decomposable attention model.

each word in one sentence to its aligned sub-phrase in the other
sentence; (3) an aggregation module which takes as input the sum-
mation of the comparison results and make the final prediction.
A diagram of the decomposable attention model is illustrated in
Figure 6.

Formally, if we denote a question sentence asq = (q1,q2, . . . ,qm ),
an answer sentence as a = (a1,a2, . . . ,an ), and the class label (rel-
evant or irrelevant in this case) as y, then the objective is to max-
imize the probability Pr(y |q,a). Here we assume that each word
qi ,aj ∈ Rd is represented by d-dimensional word embedding vec-
tors. In this work we use the pre-trained word embeddings from
GloVe [38] to initialize each qi and aj .

Attention Module For each pair of words qi and aj , we can
first calculate the (unnormalized) attention weights ei j by:

ei j = F (qi )T F (aj ) (1)

with F being a non-linear transformation function. In other words,
we first map the word embeddings into another space using F , then
calculate the dot production as the attention weights. Afterwards,
the normalized attention weights can be obtained using softmax
functions along each sentence:

e
q
i j =

exp ei j∑m
k=1 exp ek j

(2)

eai j =
exp ei j∑n

k=1 exp eik
(3)

Finally, we use the weighted sum of individual word embeddings
to represent the semantic meanings of the aligned sub-phrase:

βi =
n∑
j=1

eai j · aj (4)

α j =
m∑
i=1

e
q
i j · qi (5)

Comparison Module Now that we have the representations of
each word and its aligned sub-phrase in the other sentence, we can
compare them using another non-linear transformation function
G:

c
q
i = G([qi , βi ]) (6)
caj = G([aj ,α j ]) (7)

where the brackets denote concatenation.

Aggregation Module Based on the comparison results above,
we can first aggregate them over each sentence by summation:

cq =
m∑
i=1

c
q
i (8)

ca =
n∑
j=1

caj (9)

then concatenate the aggregated comparison results and feed it to
a final classifier H :

ŷ = H ([cq , ca ]) (10)

In practice, F ,G,H are implemented by two-layer feed-forward
networks with ReLU non-linearity.

The original decomposable attention model determines attention
weights sorely based on individual word embeddings, therefore un-
able to capture context information in phrases during attention
weights calculation. Such attention mechanism is sometimes re-
ferred to as individual attentions [14]. In order to overcome this
problem, we propose extending decomposable attention model by
considering comparisons at different levels of granularities. The
architecture is illustrated in Figure 7. First, a convolutional neural
network (CNN) is employed to learn a hierarchy of representa-
tions for each sentence. These representations capture semantics of
phrases with different lengths. Afterwards, the learned representa-
tions are used in addition to word embeddings to calculate attention
weights. More specifically, for a sentence q = (q1,q2, . . . ,qm ), we
first feed it to a convolutional neural network to obtain a hierarchy
of feature representations:

{q(1),q(2), . . . } = CNN(q) (11)

where q(t ) denotes the feature maps after the t-th convolutional
block. A convolutional block consists of two convolutional layers,
each followed by a Rectifier Linear Unit (ReLU) layer. If after the
first convolutional block the receptive field is 5, then q(1) models
the semantics of all 5-grams. In this way, features at higher levels
gradually encode the semantics of longer phrases. A similar process
can be applied to the answer sentence a. To unify the notation, we
can define:

q(0) = q (12)

a(0) = a (13)

The original decomposable attention model can be seen as a
score function between a pair of sentence representations. With the
learned hierarchical representations, we can apply decomposable
attention model to different pairs of representations. For example,
we can pair a with each q(t ) and feed them to the decomposable
attention model. Similarly, we can pair q and each a(τ ). If three
levels of features are learned in our convolutional neural network
for both questions and answers, then in total we need to score five
pairs of sentence representations.

5.2 Translation-based Language Model
We complement thematching-aggregatingmodel with a translation-
based language model to capture sentence-level information. Previ-
ous translation models [24] attempted to solve this problem based
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Figure 7: Architecture of the proposed model. DecompAtt
stands for a decomposable attention model that is applied
to a pair of representations.

Figure 8: Illustration of the attention-based sequence-to-
sequence model.

on word translation probability matrix. In this work, we utilize
sequence-to-sequence models to model question-to-answer and
answer-to-question translations. In this way, we are able to bet-
ter understand context information, especially for long sentences.
Given a question/answer pair, our model sequentially scores every
words in question (or answer) sentence conditioned on previous
words and the answer (or question) sentence. The resulting scores
are concatenated together with the learned representations to make
a final prediction.

Our sentence-level translationmodels are implemented by attention-
based sequence-to-sequence models [26, 49]. The architecture is
illustrated in Figure 8. During training, two separate models are
learned to model question-to-answer and answer-to-question trans-
lations, in order to capture context information in both questions
and answers. Each model consists of a 1-layer Long Short-Term
Memory (LSTM) [23] as an encoder and a 1-layer LSTM as an
decoder. The hidden state size is 128.

6 EXPERIMENTS
In this section we evaluate our method on the proposed email
question/answer dataset. We also compare with several baseline
methods on this dataset.

6.1 Dataset and Evaluation
Email Question Answering Dataset The proposed dataset (re-
ferred to as Avocado QA) contains 1,695 unique questions, each
associated with 10 candidate answers. The questions and answers
are extracted from Avocado research email collection [35]. One

or more answers are labeled as relevant by annotators while the
others are labeled as irrelevant.

Community Question Answering DatasetWe use SemEval
2017 Task 3 dataset [33] which is collected from Qatar Living web-
site. This dataset contains 317 original questions, each associated
with 100 answers (comments). Every answer is labeled as either
relevant or irrelevant to its corresponding question. This dataset is
referred to as SemEval 2017. We use this data to study whether pre-
training on an out-of-domain dataset will improve performance.

Evaluation For each method, we report its mean average preci-
sion (MAP) and average recall (AvgRec) evaluated at top 10 retrieved
results. These evaluation metrics are widely used for information
retrieval tasks.In parallel to terminologies used in information re-
trieval, for each query we can calculate the average precision and
average recall from the top K ranked results. Average precision
is then averaged over all queries to give mean average precision
(MAP):

MAP =
1
Q

Q∑
q=1

1
m

K∑
k=1

Dk is relevant

Precision(Dq
1:k ) (14)

where Q is the total number of queries, Dq
1:k represents the top k

ranked results for query q, andm is the total number of relevant
documents within top K results. Similarly, average recall (AvgRec)
can be defined as:

AvgRec =
1
Q

Q∑
q=1

1
m

K∑
k=1

Dk is relevant

Recall(Dq
1:k ) (15)

6.2 Baseline Methods
In this section we describe several representative baseline methods
that are evaluated in our experiments.

TFIDF is a frequently used method for information retrieval
tasks. It represents each document by a vector representation and
ranks the documents based on their cosine similarity to queries.
Each element in the vector representation is weighted by the the
multiplication of term frequency and inverse document frequency [47].

Bilateral Multi-Perspective Matching Model (BiMPM) is
first proposed by Wang et al. [52] for text matching and achieved
state-of-the-art results on several natural language processing tasks
including question answering and natural language inference. This
model first learns representations using a recurrent neural network,
then fuses four different matching strategies (full matching, max-
pooling matching, attentive matching and max-attentive matching)
to compare words from two sentences. Finally the comparison re-
sults are aggregated to make a prediction.

Decomposable Attention Model (DecompAtt) Proposed by
Parikh et al. [37], the decomposable attention model follows the
matching-aggregating framework for text matching. However, it
eliminates the use of any recurrent neural networks or convolu-
tional neural networks, and is solely based on attention mecha-
nisms. It first aligns each word in one sentence with a sub-phrase
in another sentence, then exhaustively compares all such aligned
pairs to make final predictions. This method can be seen as a direct
baseline for our model, in order to justify the effectiveness of our
modifications.
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Method MAP AvgRec
TFIDF 32.89 71.18
BiMPM 42.05 75.64
DecompAtt 45.29 79.79
Ours 48.95 82.34

Table 3: Results of differentmethods when training and test-
ing on Avocado QA dataset.

Method MAP AvgRec
Ours (without pre-training) 48.95 82.34
Ours (with pre-training) 50.75 82.55

Table 4: Results of our method with and without pre-
training on SemEval 2017 dataset.

6.3 Results on Avocado QA Dataset
In this section we show the results of different methods on the
proposed Avocado QA dataset. For each method in the experiments,
we adopt 10-fold cross validation and report the mean performance.
The results are summarized in Table 3. The TFIDF baseline achieves
a MAP of 32.89, much lower than other machine learning based
methods. Such results demonstrate the “lexical gap” [10] issue of
question answering, where words in questions may not necessarily
occur in answers. All embedding based methods (BiMPM, Decom-
pAtt, Ours) outperform TFIDF with a large margin, showing the
superiority of using deep representations. As a direct comparison,
ourmethod achieves better performance comparedwith the original
decomposable attention model under all evaluation metrics. Such
results demonstrate the advantages of considering comparisons
between words and phrases and incorporating a neural translation
model to capture sequence-level information. Our modifications to
the matching-aggregating framework can be beneficial in general
for many NLP tasks such as natural language inference and senti-
ment analysis. The BiMPMmodel achieves the worst results among
embedding based methods. Since it contained more parameters to
be learned, we hypothesize that more data are needed for effectively
training the BiMPM model.

6.4 Results on Avocado QA Dataset with
Pre-training

In this section, we investigate whether pre-training on an out-
of-domain dataset will improve performance. Based on our topic
modeling analysis in Section 4.1, we choose to use SemEval 2017
dataset for pre-training since it covers similar topics such as IT
support, events, daily life and travel information.We use all training
data from SemEval 2017 for pre-training, and adopt a 10-fold cross
validation when fine-tuning and testing on the Avocado QA dataset.
The mean performances are reported in Table 4. We can observe
that the model with pre-training outperforms the one without
pre-training: 1.80 and 0.21 improvements for MAP and AvgRec,
respectively. Such improvements suggest that an out-of-domain
dataset can be utilized for pre-training for email question answering
task, even if the topics of two datasets do not perfectly overlap.

7 CONCLUSIONS
In this paper, we investigate information exchange over enterprise
emails in the form of questions and answers. We study a large scale
publicly available email dataset (Avocado) to characterize the ques-
tion taxonomies and topics of question/answer pairs. The study is
further augmented with a survey to gain insights on the types of
questions exchanged, when and how do people get back to them
and whether this behavior is adequately supported by existing
email management and search functionality. We found out that
answers to certain types of questions (about instructions, events,
people, etc.) are morel likely to be needed again. And while most
people use the email search functionality to locate this information,
many of them end up failing or spending a long time to locate
the answers. We leverage this understanding to define the task of
extracting question/answer pairs from threaded email conversa-
tions. To accomplish this task, we propose a neural network based
approach that matches the answer to the question using a matching-
aggregating model that considers comparisons between words and
phrases; and a sequence-to-sequencemodel to capture context infor-
mation at sentence level. We show that our model can outperform
state-of-the art baselines and that the overall performance can be
further improved by leveraging external data of question and an-
swer pairs for pre-training. To evaluate the proposed approach, we
collect an email question answering dataset from Avocado using a
crowd-sourcing annotation platform. Our findings and approaches
have implications on designing new intelligent assistant scenarios
to support question answering and information lookup in email.
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