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we create systems
that sense a user’s internal and external state
and intervene to seamlessly enhance
our cognitive abilities
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IoOEssence - An open source olfactory display that
monitors cardio-respiratory information to support mental

wellbeing
' res, Javier Hernandez, Artem Dementyev

no external
SEeNnsors
needed

Amores, J., Hernandez, J., Dementyev, A., Wang, X., Maes, P “A Wearable Olfactory
Display that Monitors Cardio-respiratory Information to Support Mental Wellbeing"
40th International Conference of the IEEE Engineering in

Medicine and Biology Society (EMBC'18)
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MoveU - wearable vestibular stimulation device that electrically

stimulates the vestibular system to induce sensations of motion
Abhinandan Jain, Misha Sra

Wearable for stimulating the Vestibular System to alter the sense of balance and spatial orientation




Our goal: compact, wearable platforms
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Movel - vestibular stimulation Fascia - EEG, EOG, EDA, EMG, EEG AttentivU - attention+




Brain-Computer Interfaces:
towards Cognitive Augmentation 1.0

Nataliya KOSMYNA, Ph.D

nkosmyna@media.mit.edu
http://kosmina.eu
@nataliyakosmyna
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Who am I?

Master in Al, 2012, Université Joseph Fourier,
Grenoble, France

Ph.D in Computer Science, specialization — Brain-
Computer Interfaces, 2015, Université Grenoble-

Alpes, France

Post-doc Inria Rennes, Hybrid team, Brain-
Computer Interfaces, France, 2015-2017

Post-doc MIT Media Lab, Fluid Interfaces Group -
cognitive augmentation, Cambridge, US, since
2017 - ongoing
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nkosmyna@mit.edu http://kosmina.eu @nataliyakosmyna




Evolution continued...

YT &

“- -
.. r:" !
2 5
¥ e
41

Ve (.u

|

S a
\f\.f'"\‘

38 bin
4,5 bin
243 min
35000

nkosmyna@mit.edu http://kosmina.eu @ nataliyakosmyna




a@mooooooooooo

/e @« @« @« @ @ @ ©¢ © @ o

N
D (® ® @ © ® o 0 0 0 0 0
G

feoocsccsns

" e
h 0
.r@..........
a

o |(§

s conssa
Hoooono

£)eoeee

Meooo

J=—ee0

(4

t I\
ee
o

GL0e
0102
9002

G661

GS61

0561

Years

cE6l

2esl

vel

24 0092

000SE

ujw gye

ulq sy

ujq 8¢

@nataliyakosmyna

http://kosmina.eu

nkosmyna@mit.edu




feije © o o o @

"o o oeoeeeeoce

I 1)
" He @ @ @ @

F & 1

ﬂmf,.A_.Q.Q.......
&l A\

Ne

o
8 o o

E........

Aynoyyip aapiubo)

Hard

Hoooese

£)eceee
Hoooo

S=—eee

(See

Si0e
010z
9002

5661

G561

0561
(4318

(4% 13

veL

29 0092

000SE

ujw gv2

ug sy

ulq 8¢

Easy

Years

@nataliyakosmyna

http://kosmina.eu

nkosmyna@mit.edu




St

G@. ® & & & o

" [Jo oo eoeeeeeoe

e @ o @ @

=%
I A

G

:.".F.\/nD

;
(® oo 00000000
)

EEEEEERRRR

fo)JJ* ® ® @ ® ® 0 0 0 0

[ eeocens

Aynayip aagiubo)

Hard

Koooses

£)eeeee
Hoooo

=00

M.
ee

L)
.....

5102
o010z

G661

G561

0561
(4% ] 3

cesl

vl

24 0092

000S€E

ujw gve

uq s'v

Years

@nataliyakosmyna

http://kosmina.eu

nkosmyna@mit.edu




nkosmyna@mit.edu http://kosmina.eu @nataliyakosmyna




How does it actually work?
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Current MEG scanner based on
SQUID sensors

New MEG scanner with OPM sensors




Temporal Resolution

Surface FNIRS
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Current Opinion in Neurobiology




EEG!




What do we use to measure it?




Why should you care?

Faceplate Comfort Signal Gain(dB)  Shelf Life(months)

Facepad 4.5 NA NA
Gold Plated 3.1 0 >12
Ag/AgCl 4.1 -1 <6
Hydrogel 4.4 +7 <1

Table 2: Comparison of Comfort, Signal Quality and Shelf life of differ-
ent electrodes




What do you measure?

e Event Related De/Synchronization (ERD/ERS)
e Event-Related Potentials (ERPs)
e Steady State Evoked Potentials (SSEP)




ERPs

Presenting a stimulus to the subject—like a light flash or

tone pip - the EEG breaks up into a series of much larger
peaks and troughs.

This series of waves is the ERP, related to the stimulus
event, whatever it was. The number of peaks and troughs

depends on the complexity of the stimulus (names of
people — 5-8).

Names of ERPs: N or P + number (200, 400, etc).




Example: ERPs Related to Language

—— The cats won't EAT . ..
The cats won't BAKE . . .

e .«—PB600/SPS
—— The cats won't EAT . **
*The cats won't EATING . . .
N400

.Y #~—P600/SPS

—— The cats won't EAT . ..
*The cats won't BAKING . ..

200 400 600 800 (Zhang et al., 2018)




Example: ERPs Related to Language

= ERP “component” related to meaning
- Bigger when word’ s meaning doesn’t fit context
- Bigger for unfamiliar words
- May reflect amount of work required to
integrate with context

—— The cats won't EAT . ..
The cats won't BAKE . . .

o  -4—PBO0/SPS

—— The cats won't EAT . **
*The cats won't EATING . . .
N400

.Y #~—P600/SPS

—— The cats won't EAT . ..
*The cats won't BAKING . ..

200 400 600 800 (Zhang et al., 2018)




Example: ERPs Related to Language

= ERP “component” related to meaning
- Bigger when word’ s meaning doesn’t fit context
- Bigger for unfamiliar words
- May reflect amount of work required to
integrate with context

—— The cats won't EAT . ..
The cats won't BAKE . . .

~  ~4—PB00/SPS

—— The cats won't EAT . **
*The cats won't EATING . . .
N400

= ERP “component” related to form
- Bigger when word not of expected type for a

o RRORES position in a sentence
e - May be a type of P300 |
*The cats won't BAKING . . . - Sometimes called Syntactic Positive Shift (SPS)

200 400 600 800 (Zhang et al., 2018)




Example: ERPs Related to Language

= ERP “component” related to meaning
- Bigger when word’ s meaning doesn’t fit context
- Bigger for unfamiliar words
- May reflect amount of work required to
integrate with context

—— The cats won't EAT . ..
The cats won't BAKE . . .

~  ~4—PB00/SPS

—— The cats won't EAT .

*The caNG ebh
= ERP “component” related to form

v B - Bigger when word not of expected type for a
position in a sentence
e - May be a type of P300
*The cats won't BAKING . .. - Sometimes called Syntactic Positive Shift (SPS)

200 400 600 800 (Zhang et al., 2018)




Motor ERPs and ErrP

There are also ERPs seen over motor areas

which precede actual movements

ErrPs exploit error related negativity

nkosmyna@mit.edu http://kosmina.eu

@nataliyakosmyna
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Can people use it long-term?

e

100 200 300 400 500 600 700 800

Days Since Installation

To: Jonathan R. Wolpaw

Lc

No problem.
| couldn't run my lab without BCl. | do molecular neuroscience research and

my grant pays three people.

I'm writing this with my EEG courtesy of the Wadsworth Center Brain-
Computer Interface Research Program (www.wadsworth.org)
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Does the BCI improve their lives?

Late-stage PALS used a BCI for:




Does the BCl improve their lives?

Late-stage PALS used a BCI for:

Used the BCl to communicate with her husband and caregivers for several
hours, several times/week (>3 years).

To her caregiver: “Don’t let the dog pee on the rug.”

To the researcher: “Speak louder.”

To her husband: “It hurts when you rub my eyes at night.”




Does the BCl improve their lives?

Late-stage PALS used a BCI for:




Patients and Therapists Say, “It’s.....

accurate but slow. R&D, e.g., FACES 200%

functional but not MSAA Screen Reading OTS Software

spontaneous.
difficult to set-up. Online Diagnostics & Onscreen Setup
WERTTELS & manual
Works on a

too many components. | | BCl as Access Method
laptop

time consuming to

wash hair after & can Gel Cap upgrades & new | Greater comfort

e technology and dry sensors
difficult to position. Now using adjustable 3D & folding
stands (e.g., DAESSY, joints

Rehadapt)




Who Else can Use the Speller?

118
Evaluated

31

Successful
(7 diagnoses)

40

Installations




Who Else can Use the Speller?

118
Evaluated

31

Successful

(7 diagnoses)

40

Installations
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Non-Invasive Brain-to-Brain Interface

CBI

FUS electronics FUS-based CBI

—u B

Human Sub]?éct

@EEG Acquisition and | | Setaction of tail
signal processing ﬁ Trigger

, movement
e :k> SSVEP detector

Figure 1. The schematics of the implemented brain-to-brain interface (BBI). The implementation consists of steady-state visual evoked
potential (SSVEP)-based brain-to-computer interface (BCl: on the left column) and focused ultrasound (FUS)-based computer-to-brain interface (CBI)
segments (on the right column).

doi:10.1371/journal.pone.0060410.g001
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ERD — Motor Imagery
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Emitter subject (BCI)

0,1,1,0,0, ...
RIS
internet

Receiver subject (€

(Grau et al, 2014)




Motor Imagery...and?







Visual Observation vs Visual Imagery

(Kosmyna et al., 2018)
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CSP Pattern 6 CSP Pattern 5

nkosmyna@mit.edu

http://kosmina.eu

CSP Pattern 4

(Kosmyna et al., 2018)

@nataliyakosmyna




Human-Aided Computing

(Shenoy and Tan, 2009)




cBCl —Collaborative BCls

Data processing

Data acquisition

Natural environment

Collaborative
analysis

Figure 1. System diagram of a collaborative BCI.

(Wang et al., 2011)




BCl Training




BCls Today

Neural
mechanism

Motor
Imagery

Nature

ERD/ERS

Synchronous

2 classes 4 classes
72-96% 65-75%
Random < 70% Random < 55%

6x6 Symbol matrix
80% after 5 repetitions (xDawn)
(Rivet et al. 2009)

Training

Asynchronous Time

2 classes 4 classes
70-75% 60-65%
Random < 70% Random < 55%

ML 10-30 min
OC 1-2 months

95%

(Pinegger et al. 2015) 10 min at most

95.5%
(Guger et al. 2012) 10 min at most

(Kosmyna et al., 2019)
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Priming

We present users with a stimulus (prime) in order to
modify the response to a later stimulus (probe)

(Meyer and Schvaneveldt 1971)




State of the art: Priming types

Semantic priming — The prime is a word
Visual priming — The prime is an image (Matsukawa et al. 2005)

Subliminal Priming — The priming stimulus is shown for 30-
40ms and usually masked

(Strahan et al. 2002)




State of the art: Priming types

Semantic priming — The prime is a word

Visual priming — The prime is an image (Matsukawa et al. 2005)

Subliminal Priming — The priming stimulus is shown for 30-
40ms and usually masked

(Strahan et al. 2002)







Visual Priming

(Meyer and Schvaneveldt 1971)




I'm so thirsty...
| need to buy
something to drink...




Visual Priming: Probe and Reaction
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Where can we use BCls nowadays?

Communication

Typing

Web surfing

Human-Aided Computing (labeling the data)
Creativity applications

Health-related application

Cognitive state monitoring applications

nkosmyna@mit.edu http://kosmina.eu @nataliyakosmyna
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What can we do about it?

e measure attention level of users in real-time
without adding a cognitive burden,

* provide feedback when their attention level is
low in order to help them improve their

attention to and performance on the task at
hand.




Definition

Attention is a mechanism that “alleviates
computational burden by prioritizing processing
of that subset of [sensory] information deemed
to be of the highest relevance to the organism's
goals”.

Ole Jensen




State of the art: Monitoring User
Attention

* heart-rate variability [Byrne and Parasuraman,
1996],

e galvanic skin response [Boucsein et al., 2007],

e electroencephalography (EEG) [Zander et al.,
2010; Cutrell and Tan, 2007].

-> EEG signals used to identify subtle shifts in user
alertness, attention, perception, and workload in
laboratory, simulation, and real-world contexts
[Berka et al., 2007; Freeman et al., 1999; Szafiir and
Mutlu, 2013].




Any ways we can measure it?

* By looking at oscillatory alpha activity
(spontaneously)

e By evoking it (event-based)




Why alpha activity?

Alpha is fundamental in inhibiting task-irrelevant
regions and gating information throughout a
distributed cortical architecture

Alpha power effects are consistently observed
across diverse attention domains, such as
spatial, selective, and internal attention




Types of attention

spatial attention, in which you attend to a
spatial location or body part,

temporal attention, in which you attend to a
point in time,

selective attention, in which you either attend
to a modality or one feature within a modality,

internal attention, in which you attend to an
internal representation during working
memory performance.




Attentional
cue

Audio
Visual

Tactile

28

Pause

1sor 2s

XP set-up

Stop Imagination, Stop,
stimulation "Imagine” end of trial

Stimulation

Audio
Visual

Tactile

75

(Kosmyna et al., 2018, under review)




Towards multisensory BCls

Within-subject, 28 participants, 4563 trials, 28h of EEG recordings

(Kosmyna et al., 2018, under review)
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Locations of attention

delay period

2500 ms 1500 ms

(van Gerven and Jensen, 2009)
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Fig. 3. Log of the alpha power (8-14 Hz) for the covert attention conditions (top, right, bottom, left) from 500 to 2500 ms after cue offset divided by the log of the alpha power
400 ms baseline period for the best (left) and worst (right) five subjects. Average log(delay/baseline) of occipito-parietal channels is shown per orientation,

in the
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System for attention and engagement
monitoring
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AttentivU
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AttentivU: Monitoring and improving engagement
using biofeedback
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AttentivU: Components

1. an EEG sensing device;

2. a device that gives minimally disruptive haptic
feedback;

3. software for real-time signal processing of brain
signals;

4. an application to provide real-time data about
the attention levels of users




AttentivU — 24 prototypes




AttentivU — Multiple Session XP

-




AttentivU — XP1

e 3 different lectures of increasing difficulty
e 1 lecture/week

 Same 12 students

* Real lectures with a professor

e Recorded sessions




AttentivU — XP1

1) Neurofeedback (accurate feedback), meaning
the scarf was vibrating each time a drop in
attention was detected by the EEG

2) Random feedback, where the vibrations did not
correlate or depend on the attention level detected
by the system

3) No feedback, no vibrations were administrated.

N. Kosmyna and P. Maes. Under review




Calibration

* Session 1. Participants were asked to sit still with their eyes closed for 90
seconds.

* Session 2. Participants were asked to sit still with their eyes open for 90
seconds.

* Each subject alternated between 10 instances of an arithmetic task and 10
instances of an image-matching task and auditory-matching task,
performing each task for 30 seconds, with 10-second controlled rest
periods in between. For the image-matching task, users indicated whether
sequences of images match each other, as in an n-back task [11] with n
permanently set to 1, similar to the low cognitive workload condition used
in previous BCl work [2].

For the engagement measure, we used the calibration session to establish
ranges for high and engagement. During the calibration stage users were
explicitly instructed not to attend to any particular imagination or other
internal process.

N. Kosmyna and P. Maes. Under review




AttentivU: calibration




Data Processing

* E=B/(a+0)
a(7-11Hz), B(11-20Hz), and 6(4-7Hz) frequency bands

 FFT applied to the raw signal to extract the relevant
frequency bands (B, a, © ) averaged over 1 sec;

* Signal filtering from muscle artifacts (e.g., blinking)

* Smoothing the engagement index using an
Exponentially Weighted Moving Average to pick up
general engagement trend and further remove
movement artifacts

* Smoothed engagement index per 20 seconds Esmooth

N. Kosmyna and P. Maes. Under review




Baseline

Normalized engagement score between 0 and
100:
Enorm= (Esmooth-Emin)/(Emax-Emin) *100

0- 30 — low attention,
31-70 — medium,
71-100 — high.
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Biofeedback Random

Feedback Type

Attention scores obtained for biofeedback, random and no feedback (NF) conditions
for all three lectures, study 2.




Session - 2

boring interesting bonng bonng exciting bonng exciting exciting

B Bioleedback Random

Average objective attention scores (engagement index E on Y-axis) of participants
during lecture 2, study 2. The X-axis represents slide type (clusters of slides
labeled as “ok”, “boring”, “interesting” or “exciting”).




AttentivU — XP1, XP2, XP3

100 unique subjects for THREE experiments
66 hours of EEG recordings
27 full days of experiments

N. Kosmyna and P. Maes. Under review




AttentivU at workplace

N. Kosmyna and P. Maes. Under review




AttentivU: a Biofeedback System for Real-time
Monitoring and Improvement of Engagement

Nataliya Kosmyna, Ph.D

(Kosmyna et al., 2019)
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Form-factor matters




