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What (s the right
inductive bias tfor HRI?




Humans as black-box policies
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Humans as intent-driven agents




Humans have intent




Humans have intent
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intent via utility
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intent via utility

wid(x, 0p) + w, | uy | + wad(x, x,)

b o Q)

A &
\




intent via utility




intent via utility




Humans as noisy-rational agents

don’t learn all this
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Humans as noisy-rational agents with unknown utilities
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Humans as noisy-rational agents with unknown utilities
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Humans as noisy-rational agents with unknown utilities
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Humans as noisy-rational agents with unknown utilities
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umans as noisy-rational agents
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umans as noisy-rational agents
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umans as noisy-rational agents
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proxy reward, current world state, ...




noisy-rational policies
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) noisy-rational policies
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Challenge:

noisy rationality is sometimes too rigid.
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Humans have intent
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Ireating people as robots
s what makes noisy rationality too rigid.




What (I it's also the key to fixing it?




When are robots not rational?
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noisy rationality
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noisy rationality under
internal dynamics
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When are robots not ratitonal?




When are robots not rational?

when they can’t

when they don’t plan far enough ahead

know the dynamics

when they’re
risk-averse

when they’re
still learning




When are humans better than rational robots?
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People think about the robot




Implication: the robot’'s actions influence human actions




People think about what the robot thinks about them




It we could solve this, it'd go like this:
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Hierarchical approximation
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Strategic level: simplified state-action space
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noisy rationality
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- game-theoretic
- noisy rationality
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broader rationality
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The rationality coefiicient

hacky hyperparameter
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[t the human appears
too suboptimal to the model,
be skeptical of the model.




Multiple humans




Multiple humans




What is the right
Lnductive bitas for HRI?
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broader
rationality
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Thanks!




