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Fig. 1. A face morphing test (d,f) showed higher enfacement levels towards avatars (a,b) that had additional facial animations (c).
Examples of the face of the male avatar showing frames mimicking speech and also idle animations such as eye blinks can be observed
in (c).

Abstract—Through avatar embodiment in Virtual Reality (VR) we can achieve the illusion that an avatar is substituting our body: the
avatar moves as we move and we see it from a first person perspective. However, self-identification, the process of identifying a
representation as being oneself, poses new challenges because a key determinant is that we see and have agency in our own face.
Providing control over the face is hard with current HMD technologies because face tracking is either cumbersome or error prone.
However, limited animation is easily achieved based on speaking. We investigate the level of avatar enfacement, that is believing that a
picture of a face is one’s own face, with three levels of facial animation: (i) one in which the facial expressions of the avatars are static,
(i) one in which we implement lip-sync motion and (iii) one in which the avatar presents lip-sync plus additional facial animations, with
blinks, designed by a professional animator. We measure self-identification using a face morphing tool that morphs from the face of the
participant to the face of a gender matched avatar. We find that self-identification on avatars can be increased through pre-baked
animations even when these are not photorealistic nor look like the participant.

Index Terms—self-avatars, virtual reality, embodiment, face animation, enfacement
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1 INTRODUCTION

An increasing proportion of consumer immersive virtual reality (VR)
systems support six degrees of tracking for the head and both hands.
This has enabled development of a very broad range of novel content
experiences in which users can move and interact with their bodies. To
some extent users, can utilise motions and skills that they have learnt
outside VR. However, the user of a head-mounted display (HMD)
system cannot see their own body. Thus a key decision for the design
of immersive experiences is how the user is represented to themselves,
and once a representation has been constructed, whether and how users

identify with that representation.

The literature on impact of avatars is extensive. Very realistic avatars
of users can be made (see Section 2.1), but these can elicit negative
reactions from viewers because although they appear realistic they do
not have all the behaviours or responses of the real body. This has
become known as the uncanny valley, see [26,27]. However, recent
work has shown a very clear type of impact of an avatar that represents
the self. With avatars of a wide varieties of appearances, users can feel
embodied within that avatar to the extent that they identify with it and
have some degree of ownership (e.g. [14,17]). As we discuss further in
Section 2.2, having a virtual body different from our own can change
our interactions and biases (e.g. [24]). Self-animated avatars have been
shown to improve communication in virtual environments [8].
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mersive experience, mirrors or mirrored surfaces will allow the users to
inspect themselves [16]. Using mirrors, researchers have shown that
Enfacement (see Section 2.3), and self-identity is a fluid concept [46].



In fact, look-a-like avatars, that are not perfect pictures, are also self-
recognised at a neurological level differently than other avatars [12].
But given the state of current consumer equipment and content produc-
tion pipelines, most consumer VR experiences do not support realistic
self-avatars and do not support tracking of the face, though these tech-
nologies are under development, see Section 2.1. Thus we now ask
whether users in consumer VR self-identify with an avatar having a
face different than their own.

Most immersive consumer experiences use cartoon-style or more
abstract representations. Indeed, such representations might be pre-
ferred by some designers, even if real-time photorealism were available.
However, despite currently not having the systems to track the face, we
have access to the user’s voice and we can drive the facial animation
from that.

A common way of inducing ownership illusions is through tactile
induction. While you could do tactile induction on the face, we consider
this as less appropriate given that the face is so sensitive. Tactile
induction is also not currently deployable within a consumer context.
We can however have users inhabit and explore use of an avatar face.
Thus, in this paper we explore whether well-designed facial animations
can affect self-identification. Our experience uses a measurement of
self-identification similar to that of Tsakiris [46]. We find that merely
the embodiment of an avatar in front of a mirror already increases the
self-recognition of the avatar. Furthermore, users embodied in avatars
that exhibit both lip-sync and face idling mechanisms (such as blinks)
self-recognised even more as the avatar than those who only had lip-
sync. This has important implications for production of VR experiences
because it is very easy to implement and thus can be broadly used if an
affinity with the character is desirable.

2 RELATED WORK
2.1 Self-Avatar Construction

The form of the self-avatar is a key set of decision points in the design
of an immersive experience. The designer must choose whether or not
to draw a full body avatar, and subsequently choose between a photo-
realistic avatar or a cartoony avatar. One common choice is to draw the
self-avatar as a pair of hands or tools in the hands along with a simple
head or representation of a HMD. This is faithful to the positional
tracking typically available [38], but it is limited in expressiveness.

While photo-realistic avatars of the quality achievable in off-line
rendering are coming (e.g. see the Digital Emily project [1]), the use
of a photorealistic model might not be appropriate for the design of
the environment. On one hand it might reduce the anonymity of the
participants, and on the other, the characteristics of the game design
might require a cartoony look.

In some situations faithful tracking of the face will not be appropriate
or desired by users that are maybe performing other tasks simultane-
ously or want to mask their emotional state. The face is an important
resource for non-verbal communication and thus it is very common to
provide some animation of faces even if this cannot be tracked [31].
One common way of modelling faces is to implement facial bones
or blend shape rigs, [21, 30], which puts the control of the face in a
structure that is amenable to real-time animation and at the same time
it reduces the number of parameters to be controlled. These facial rigs
can be driven by cameras that track the full face (e.g. [40]) or cameras
can be mounted on a HMD to track part of the face and infer the full
face [20,29,43]. However, at the current time, consumer immersive sys-
tems do not provide face tracking and it is not clear if precise tracking
will be acceptable or useful in all situations.

An alternative that is commonly used is to animate the face with pre-
canned animations where those animation might be triggered by user
interaction and voice. However, animating something as apparently
simple as eye-animation and eye blinks needs significant attention to
detail in order to appear naturalistic [39, 45]. For example, Trutoiu
et al. investigate how smile and blinks are temporally correlated [44].
These results suggest that animation of the face requires careful design
in order to appear plausible.

In this paper, we will be concerned with humanoid characters with a
cartoony or stylised appearance. We use lip-sync and professionally-

authored idle animations to explore the importance of these factors on
self-recognition and enfacement illusions on non look-a-like avatars.

2.2 Self-Avatar Impact

There has been a very wide variety of work on the impact of avatars.
In a social situation, the appearance and behaviour of the avatar is
extremely important. However, there is a complex interaction between
the appearance and behaviour of the avatar. For example, in an early
study in the area, Garau et al. [10] found that inferred eye-gaze ani-
mations had a positive on user response to a high quality avatar, but a
negative impact on response on a more abstract avatar. This suggests
that the uncanny valley effect [26,27] is a complex interaction between
appearance and behaviour. Users seem to be particularly sensitive
to representations of the face [35]. In more complex simulations of
character and personality of animated characters, realism seems to be a
positive attribute [48].

As noted in the introduction, one clear impact of avatar representa-
tion is when the avatar represents the user themselves. The sense of
embodiment in VR now attracts a lot of attention [17]. Building on
the seminal work of Botvinick and Cohen [5] and Petkova and Ehrs-
son [32], who showed that synchronous visual and tactile stimulation
could induce an illusion of being embodied within a physical prop
resembling an arm or body, Slater et al. showed that a similar illusion
could be achieved with a virtual arm [37]. Subsequent work showed
that an embodiment illusion could be generated without tactile stimula-
tion by having the immersive representation of the hand with tracked
fingers [33] or of the whole arm when playing simple VR games [47].
Embodiment has since been shown to have significant potential im-
pacts on the user such as changing biases [24], or changing distance
judgements [41]. Work specifically on whether the self avatar has to be
realistic has shown that the avatar can vary quite a lot in appearance and
still induce an illusion of ownership [3,22]. There does however appear
to be an interaction between the gender of the user and the appearance
of the gender of the self-avatar [34] that highlights the need to have
gender-specific representations.

2.3 Self-ldentification through the Face

The prior work on body ownership has mostly focused on movement
of the hands and arms. However, one thread focuses on ownership
of faces and the impact of this. Tsarkis’s early work had the user in
front of a laptop that showed a virtual avatar head [46]. Participants
experienced tactile stimulation on the face as they saw the avatar face
touched. This impacted the participants’ ratings of self-identity in that
they were biased towards rating a representation of their face that was
morphed into the avatar as their own face, see Section 3.2 for more
detail of the protocol. This illusion is known as the enfacement illusion.
It has now been studied in quite some detail, exploring questions of
individual sensitivity, sub-components of self-identity and relation to
theories of self-perception [2,36,42].

Bringing this toward VR, Kokkinara and McDonnell investigated
ownership of the face of a self-avatar that is animated with face tracking
information [19]. They found that participants felt more ownership over
faces with higher levels of animation realism. It has been shown also
that smile animations can create strong responses on participants [28],
even if they do not completely match the exact facial expression of the
participants. This then leads to the question of whether an induction
of an ownership over the face is possible without explicit tracking and
without having a very detailed avatar of the user’s own face.

We are particularly interested in the use case of consumer VR and
the use of stylised avatars rather than photorealistic captures of the
users. A key question is thus whether the enfacement illusion can work
with a highly animated, but somewhat abstract avatar. The work of
Fuentes et al. suggests that spatial knowledge of one’s own face is quite
poor [9]. Self-identification with another’s body has also shown to alters
self-other face distinction, as a result of the enfacement illusion [7].
This suggests that faces with quite different structure might support the
illusion.



3 MATERIALS AND METHODS
3.1 Apparatus

Participants were equipped with an HTC Vive VR Headset. A Unity
scene was constructed that used an inverse kinematics toolkit (Final
IK) to transfer the tracking of the participant’s motion to the avatar.
Additionally, the lip-sync animations were posed in Maya, brought into
Unity as .fbx files and then setup with a state machine to control blend-
ing between poses. The state machine used the loop back microphone
tool provided by Oxygen also available on the Unity Asset Store. The
scene was otherwise very simple with a mirror positioned so that the
user could see their self-avatar (see accompanying video).

The idle facial system of the animated condition was comprised of a
number of ambient animations intended to help make the avatar feel
alive. A professional animator designed the facial system by authoring
a number of looping animations on various parts of the face. For
example, the nostrils scale slightly to give the impression of breathing,
eyelids blink occasionally, eyes have small quick movement to simulate
saccades, and lips purse at times to help simulate skin pliability. All of
these various facial animations have different loop lengths to hide the
repeating nature of the animations. The animations where then brought
into Unity and set up on an animation layer above a lip-sync layer.
This allowed both animations systems (lip-sync and facial ambient
animation) to play at the same time.

For the self-recognition task, the facial morph was created from a
frontal picture that we took of the participant and a frontal capture of
the gender matching avatar. We used the facemorpher library built on
Python and OpenCV to create the 100 frames that correspond to the 1%
increments of morph transformation. The videos were also assembled
directly with the same library inside Ubuntu with a 5 frames per second
refresh. Participants then viewed the morphing videos (20 seconds) on
a wide screen (with life-size faces) to perform the self-face recognition
task, again 3 times in each direction after each VR exposure (Figure 3).

3.2 Procedure

Participants (n=20, 4 females, age from 27 to 51), first completed a
self-face recognition task [46]. Then they entered a VR setup in which
they embodied that virtual avatar that tracked the movements of the
participants (Figure 2). The procedure was approved by the Microsoft
Research Ethics Committee and participants gave informed consent
following the standards of the Declaration of Helsinki.

Participants could see their virtual body in a mirror 40 cm away. Mir-
rors have been used in the past to enhance body ownership [16]. After a
1 minute of accommodation to the virtual world, in their experimental
condition, participants completed a short performance in which they
were asked to give a pep talk. This required them to further move their
hands and body in front of the mirror as if they were acting the scene
in front of an audience. They were however asked to remain in place
since no foot tracking was available.

Phrases of the performance were extracted from J.K. Rowling’s
speech at Harvard Commencement in 2008 [11]. It included the sec-
tions: ”You might never fail on the scale I did, but some failure in life
is inevitable.”; “Every day of my working week in my early 20s I was
reminded how incredibly fortunate I was, to live in a country with a
democratically elected government, where legal representation and a
public trial were the rights of everyone.”; ”’I am not dull enough to
suppose that because you are young, gifted and well-educated, you
have never known hardship or heartbreak. Talent and intelligence never
yet inoculated anyone against the caprice of the Fates.”; ”You might be
driven by a fear of failure quite as much as a desire for success.”. Each
of the phrases was read a loud by the experimenter and the participant
was asked to repeat them. None of the phrases were repeated between
the different conditions and they were presented in a random order.
The total pep talk lasted approximately 1 additional minute. After the
VR experience participants completed again the self-face morphing
recognition task in both directions (self to avatar, and avatar to self).

Fig. 2. A participant in front of the mirror performing the pep talk.

3.3 Stimuli

In a counterbalanced within subjects design, all participants experi-
enced three conditions:

1. Still Face: during this condition participants completed the ex-
periment while the avatar face remained static.

2. Lip-Sync: in this condition the avatar face was driven by a lip-
sync engine that captured the speech of participants from the
microphone and moved the lips of the avatar in real-time.

3. Animated + Lip-Sync: in this condition as well as the lip-sync
animations, the avatar included additional eye blinks and subtle
facial animations that increased the vividness of the avatar face.
The animations were created by a professional animator and a
sample of them can be seen in Figure 1.

All participants completed all conditions (which were counter-
balanced in order) and after each condition they performed a self-
recognition morphing task. All in all participants completed the morph-
ing task right before the experiences (baseline), and after each of the
conditions. In all cases they did the morphing task three times in each
direction. See the video in the supplementary material to better observe
the quality of the facial animations and lip-sync animations, as well as
the morphing task.

3.4 Measurements
3.4.1  Self Identification: Morphing Task

Participants completed a self-face recognition task multiple times [46].
In this task participants watched movies that contained a morphing
sequence in 1% morphing transitions, from self to a gender matched
avatar (100% self to 0% self) or from the avatar to the self (0% self to
100% self).

Participants were instructed to stop the movie when they felt the
face was starting to look more like the self than other or vice versa,
depending on the morphing direction displayed in the movie. They
repeated this test 3 times in each direction (see Figure 3 for example
frames cover morphs which are overlaid with summative results as
described in Section 4.1). Each movie lasted 20 seconds and it was
presented on a desktop screen in life-size. This morphing method can
help explore the levels of self-other face distinction that will vary as a
result of the enfacement illusion [7].

3.4.2 Gaze Tracking

Using a ray-casting technique we were able to evaluate where partici-
pants were looking while performing in front of the mirror. The gaze
maps were calculated as a straight line from the direction at which the
HMD was oriented. Our system did not support eye tracking, hence
the gaze is an estimate only. However, previous work has shown that
HMD direction is a good estimate of eye tracking [4, 13, 18,25]

3.4.3 Embodiment

We used a subset of the standard embodiment questions to evaluate
the embodiment of participants [15]. For example, questions regarding
touch were not used because the current experiment did not include
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Fig. 3. The participant’s face was morphed to the gender matched avatar
face for the self-recognition task. The vertical lines indicate the average
moment at which participants stopped or started self-recognising in the
test for all conditions in both directions.

tactile stimulation. The questionnaire was completed after each condi-
tion and had a 7-Likert scale for each question in which participants
stated their level of agreement with the following questions from -3
(completely disagree) to 3 (completely agree):

1. I felt as if the virtual body I saw when I looked down was my
body

2. It seemed as if I might have more than one body

3. It felt like I could control the virtual body as if it was my own
body

4. 1 felt as if my body was located where I saw the virtual body
5. Ifelt out of my body

6. 1felt as if my (real) body were drifting towards the virtual body
or as if the virtual body were drifting towards my (real) body

7. Ifeltlike I was wearing different clothes from when I came to the
laboratory

4 RESULTS
4.1 Self Identification: Morphing Task

One characteristic of self-recognition morphing is that typically the task
has a fading effect depending on whether the video morphs from the
self to the other or from the other to the self (see Figure 3 which plots
the difference in means of recognition point and Figure 4 which plots
hysteresis results across all participants). This fading is represented by
the different times at which people will stop the task which is described
by an hysteresis. The smaller the area of the hysteresis the harder the
self-identification task was, as the ability to distinguish the two ends
of the morph was lower. In essence, in our experiment a smaller area
means a higher enfacement illusion.

We find a self-recognition hysteresis for the baseline (the measure
that was recorded before the VR exposure started) as well as for all the
conditions (Figure 4).

We ran a Friedman rank sum test on the hysteresis data (response
times in Morph %, values in Table 1) to further understand the effects
of the VR exposure on the self-recognition on avatar faces. We test the
response time on a paired manner, within subjects, in both directions,
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Fig. 4. Hysteresis results grand averages across all participants. A
reduction on the hysteresis was found after embodying the avatar and
the hysteresis was even smaller even when the avatar had lip-sync and
idle facial expressions. Dotted lines represent the morphing from the
avatar to the self. Solid lines represent the morphing from the self to the
avatar.

Table 1. Self-Recognition Response Times (Morph % and SD)

Condition | Baseline | Still Face | Lip-Sync | Animated +
Direction Lip-Sync
IN 62+8.5 59410 555411 54+13.5
our ‘ 33+£8.5 ‘ 38+12.5 ‘ 42.5+10.5 ‘ 41.5+£13.5

from the self to the avatar (OUT) and from the avatar to the self (IN).
We found a significant effect for conditions (still face, lip-sync and ani-
mated + lip-sync) in both directions IN x2=12.7,df =3,p = 0.005,
OUT x* =19.8,df = 3,p = 0.0002. We performed a post-hoc pair-
wise comparisons using Conover tests with Bonferroni adjustments to
explore how the different conditions compared. On one hand, after
the VR exposure, participants stopped the morphing earlier going in
the IN direction as compared to the Baseline for all conditions, Table
1, p =0.0009. The lip-sync and animated+lip-sync conditions also
showed earlier stops, meaning they self recognized themselves earlier
in the avatar to self morph, than the still face condition p = 0.01. There
were no significant differences between lip-sync and animated-+lip-sync
conditions for the /N morph. However in the other direction OUT, par-
ticipants in the animated-+lip-sync condition took significantly longer,
than in the lip-sync only, to stop the morphing going from themselves
into the avatar (p = 0.029). This bias towards self-recognition in the
avatar can be understood as a greater enfacement illusion.

4.2 Gaze Tracking

The gaze maps in Figure 5 use warmer colours on avatar parts that were
often gazed at, and colder colours for less attended parts.

Using paired comparisons Conover tests we found significant dif-
ferences in the percentage of gaze of the Chest and Face. Participants
looked significantly more to the face during the animated + lip-sync or
the lip-sync conditions than during the still face condition (p < 0.0001).
Instead participants in the still face condition gazed more often to their
chest area (p = 0.004). In essence, with the animated + lip-sync condi-
tion participants reduced the number of times they gazed at their chest,
even more than the lip-sync condition (p = 0.014).

We hypothesise that this prolonged observation of the avatar face
in the lip-sync and animated + lip-sync condition impacted the self-
recognition.

4.3 Embodiment

The scores to the embodiment questionnaire in all conditions are shown
in Figure 7.

Doing a paired comparison (Friedman and Conover test with Bon-
ferroni adjustment) we found participants were most embodied (q1) in
the animated + lip-sync and lip-sync conditions than in the still face
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Fig. 5. Gaze distribution results. Using a ray-casting technique out of
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Fig. 6. Comparison of gazing percentage of the Chest and Face under
different conditions.

condition (p = 0.006). But there were no differences between these
two conditions.

Further Wilcoxon paired analysis between control questions (q1 and
its control q5) showed significant differences between the two questions
for all conditions (p = 0.004). Other questions did not show significant
differences, nor did the aggregated score.

5 DISCUSSION

The main findings show the significant relationship between the way
in which the avatar’s face is animated and the amount of avatar en-
facement exhibited by the participants. Self-recognition on the avatar
was maximised when face animations were used, even though those
animations were idling animation not driven by the user’s actual facial
movement.

We find that merely the embodiment of an avatar in front of a mirror
already increased the enfacement of the avatar when compared to the
baseline self-recognition test. We hypothesise that enfacement and
embodiment are closely linked, and the former might not be possible to
achieve if the avatar is not correctly embodied. Along those lines, the
animated + lip-sync and lip-sync conditions not only produced higher
enfacement levels but also were the conditions in which participants
reported higher levels of embodiment, as shown by the differences
in the questionnaire. We believe that the lack of further differences
between conditions in embodiment score was due to the fact that high
embodiment levels were achieved on all conditions. But embodiment
was even higher on the lip-sync and animated + lip-sync.
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Fig. 7. Scores of the embodiment questions.

Furthermore, when the users embodied avatars that exhibited both
lip-sync and face animated with idling mechanisms, they experienced
greater fading effect on the morphing task, that is they reduced the
natural hysteresis of self-identification during the morphing task. This
means that they internally underwent an enfacement of the virtual
avatar’s face. This has additional interest given the context of the exper-
iment, in which the virtual face was not a look-a-like nor a photorealistic
representation.

One possible reasoning is that the reduction in the discrepancies
between the virtual representation and the motions of the user was the
cause of the higher embodiment and ulterior increased self-recognition
on the avatar. Similar to the work of Ma et al. who showed that enfacing
smiles made participants happier [23], in our setup, participants could
have had a stronger emphatic connection with the animated avatar. In
fact, in the conditions where the lips of the avatar mimicked the user’s
speech and there was animation of the face, the avatar looked more
alive.

On the other hand, it may be that adding animations to the face at-
tracts more attention of the user to the face, and through larger exposure
we improved the user’s familiarity with the avatar’s appearance. In our
experiment we showed that the lip-sync and the animations attracted
more gaze time towards the face while the static face, with no natural
motion in it, did not.

Either way, the current setup was able to introduce a larger self-
identification on the avatar, despite the fact that the avatar facial anima-
tions were not always triggered by the participant.

6 CONCLUSIONS

The current results have significant implications for the VR and percep-
tion communities. On one hand, as we demonstrate, facial animation
can increase self-identification on virtual characters in VR. Our results
complement prior work on embodiment and facial animation. Interest-
ingly, increasing self-identification on virtual characters might be key
to increase accountability and good behaviours.

On the other hand, our results are applicable now as they do not
require of any additional technologies to be deployed. Current VR
devices already integrate a microphone and the animations can be
baked to the system, which could simplify a faster adoption of these
self-identification tools.

Future work should look at using actual sensing of the user to ani-
mate the eyes or other parts of the face, and measure enfacement levels.
New commercial HMDs, such as the Vive Pro Eye, can enable correct
rendering of the avatar motions, which may again improve the reported
results. Additionally, lip-sync systems for avatar animation keep evolv-
ing and they are currently reaching human perception levels [6]. Hence
we hypothesise that lip-sync will become an even more common form
of facial animation.



In addition, other tests, along the lines of predefined facial anima-
tions, could look at the use of more abstract or affective motions on the
face, to either attract attention or provoke emotion contagion. These
could also increase the self-identification and enfacement illusion.

In particular we envision our results will increase in importance
when communication between users in VR becomes ubiquitous. Social
VR platforms such as AltSpace, or Facebook Spaces strive to facili-
tate connection between users, represented by 3D avatars. Usage of
animated lip-syncing and eye tracking has a potential to improve self-
identification, communication, empathy and even spread moods and
behaviours in immersive VR.
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