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ABSTRACT
Search queries are often short, and the underlying user intent may
be ambiguous. This makes it challenging for search engines to pre-
dict possible intents, only one of which may pertain to the current
user. To address this issue, search engines often diversify the result
list and present documents relevant to multiple intents of the query.
An alternative approach is to ask the user a question to clarify
her information need. Asking clarifying questions is particularly
important for scenarios with “limited bandwidth” interfaces, such
as speech-only and small-screen devices. In addition, our user stud-
ies and large-scale online experiments show that asking clarifying
questions is also useful in web search. Although some recent studies
have pointed out the importance of asking clarifying questions, gen-
erating them for open-domain search tasks remains unstudied and
is the focus of this paper. Lack of training data even within major
search engines for this task makes it challenging. To mitigate this
issue, we first identify a taxonomy of clarification for open-domain
search queries by analyzing large-scale query reformulation data
sampled from Bing search logs. This taxonomy leads us to a set
of question templates and a simple yet effective slot filling algo-
rithm. We further use this model as a source of weak supervision
to automatically generate clarifying questions for training. Further-
more, we propose supervised and reinforcement learning models
for generating clarifying questions learned from weak supervision
data. We also investigate methods for generating candidate answers
for each clarifying question, so users can select from a set of pre-
defined answers. Human evaluation of the clarifying questions and
candidate answers for hundreds of search queries demonstrates the
effectiveness of the proposed solutions.
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1 INTRODUCTION
Search queries are often short and ambiguous, which makes it dif-
ficult for retrieval systems to identify the actual user intents. A
standard solution to mitigate this issue in modern search engines
is result list diversification [43]. This helps the system to satisfy
multiple intents of the query in the first result page. An alternative
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Figure 1: An example of clarifying questions in web search.1

solution would be asking questions of the users to clarify their
information needs. This is of particular importance in interactive
information seeking systems with “limited bandwidth” interfaces,
such as conversational search systems using speech-only and small-
screen devices [14, 15]. The reason is that in such information
seeking scenarios, users cannot easily go through a diversified re-
sult list and find the document that satisfies their needs. In other
words, due to interface limitations, the system can only return a
limited number of results, thus being confident about the retrieval
performance becomes even more important, which can achieve by
asking clarifying questions [2]. In addition, asking natural language
questions is the most convenient interaction form in conversational
systems and users enjoy such interactions [25]. In addition to con-
versational systems, we claim that asking clarifying questions is of
significance in web search. Figure 1 shows an example of clarifying
question and a set of candidate answers in response to the query
“headaches”. Our user studies showed that users enjoy seeing clari-
fying questions in web search, not only because of their functional
benefits, but also due to their emotional benefits. In other words,
asking clarifying questions about the user query gives a sense of
confidence to the user, since the search engine looks more intel-
ligent. To understand the value of asking clarifying questions in
web search instead of just showing the candidate answers (similar
to query suggestion), we ran a large-scale online experiment and
observed over 48% clickthrough rate improvement (see Section 3 for
more information). This substantial improvement in a real-world
setting clearly describes the value of clarifying questions in web
search.

Despite the importance and usefulness of clarifying questions
for both web and conversational search, it is relatively less explored
in the literature. Recently, Aliannejadi et al. [2] studied the task of
asking clarifying questions for open-domain information retrieval.
They asked human annotators to generate different clarifying ques-
tions for a given query and focused on selecting a good clarifying
question from the human-generated question set. However, in a real
system, a major challenge is how to generate a clarifying question.
In addition to its modeling complexity, another challenge is that
no data is available for supervised training of such systems (even

1Retrieved on August 15, 2019. We noticed that this feature is not yet available for
some international markets.
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in major search industry). At the same time, developing a question
generation model for an open-domain setting requires large-scale
training set, which is quite expensive to collect.

In this paper, we address these challenges by proposing clarifying
question generation models that are trained using weak supervi-
sion. We believe that a good clarifying question can be generated,
if the systems is aware of different aspects of the query. Therefore,
we propose to use query reformulation data to identify different
query aspects. In more detail, we first performed a large-scale query
log analysis using the data collected by the Bing search engine to
identify a taxonomy of different clarification types required in open-
domain information retrieval (Section 4). Our attempts to produce
human-generated clarifying questions for different clarification
types help us understand that many clarifying questions can be for-
mulated using a small number of question templates. Based on such
observation, we propose a simple yet effective rule-based model
for selecting and filling out pre-defined question templates (Sec-
tion 5.2). This rule-based model uses query aspects and query entity
type information for generating clarifying questions. We further
propose a machine learning model trained based on maximum like-
lihood using the data generated by the rule-based model. In fact,
the rule-based model produces weak supervision data for training
our question generation model, which is a sequence-to-sequence
model based on recurrent neural networks (Section 5.3). We also
propose to further train the model using a reinforcement learning
algorithm whose reward function is a non-differentiable function
estimating the clarification utility (Section 5.4).

In addition to clarifying questions, we propose a solution to gen-
erate candidate answers for a given pair of query and clarifying
question. The objective in our model is a monotone submodular
function, which allows us to use an efficient greedy approxima-
tion algorithm for optimization. Intuitively, our model selects the
phrases that are good answers for the given clarifying question in
the context of the query (Section 5.5).

To evaluate our models, we use human annotations for a diverse
set of real search queries. We ask the trained annotators to evaluate
the generated clarifying questions and candidate answers. Our
results demonstrate that the weakly supervised models improve the
weak labeling model (i.e., the rule-based model). In addition, the
reinforcement learning model performs the best with the quality of
producing 38% Good, 60.4% Fair, and 1.5% Bad questions with the
standards of a real-world production system. 28.4% of the generated
questions are specific questions. We have also evaluated the quality
of candidate answers and the secondary result page quality obtained
by clicking on each of the candidate answers.

2 RELATEDWORK
In this section, we review prior work on asking clarifying questions,
query reformulation in search, and weak supervision.

Asking Clarifying Question. Research on clarifying questions
has attracted considerable attention in natural language process-
ing and information retrieval [2, 41, 45]. The studies on human-
generated dialogues on question answering websites have provided
analysis on the intent of each utterance [37], including clarifying
questions [8]. Generating questions whose answers appeared in a
given passage has been extensively studied in the machine reading
comprehension literature [19, 23, 60]. There is a more relevant line

of research that focuses on asking clarifying questions for point-
ing out missing information in a passage. For example, Rao and
Daumé III [42] proposed a model for generating a clarifying ques-
tion for identifying missing information in a closed-domain setting.
They proposed a reinforcement learning model that maximizes a
utility function based on the added value obtained by the potential
response to the clarifying question [41]. Trienes and Balog [49]
focused on identifying unclear CQA posts that require further clar-
ification. Asking clarifying questions have been also studied in
other contexts, such as speech recognition [45] and dialogue sys-
tems [7, 16, 32, 38], which are fundamentally different from asking
a question to clarify the information need of users.

In the realm of IR, Kiesel et al. [25] studied the impact of voice
query clarification on user satisfaction and concluded that users
like to be prompted for clarification. Earlier in the TREC HARD
Track [3], participants could submit a form containing clarifying
questions in addition to their runs. The importance of asking for
clarification in conversational search has been also raised by Radlin-
ski and Craswell [39]. Yang et al. [53] proposed a model for retriev-
ing the next question in conversation. Most recently, Aliannejadi
et al. [2] studied the task of selecting clarifying questions from a
set of human-generated questions for open-domain information
seeking. Unlike these studies, our work focuses on generating clari-
fying questions for open-domain information retrieval. Coden et al.
[13] studied the task of asking clarifying questions for entity dis-
ambiguation mostly in the form of “did you mean A or B?”. This
approach is only useful for entity disambiguation, and cannot be
applied to many queries, including faceted queries.

Much work has been also done on conversational recommender
systems by asking questions about different item attributes for
providing more accurate recommendation [46, 59]. For instance,
Christakopoulou et al. [12] designed a system that can interact
with users to collect more information about their preferences for
venue recommendation. The unique challenges and techniques used
for identifying different aspects of search queries and generating
clarifying questions in response to real queries are fundamentally
different from those reviewed in this section.

Query Reformulation, Suggestion, and Auto-Completion.
Previous work [21, 29] showed that an overlapping query syntax
between two consecutive queries in a session is an indication of low
satisfaction with the first query, and users describe their intents
more clearly in the second query. Based on such observation, in
this paper, we focus on additive overlapping query reformulations
to identify different aspects and intents behind the original query
(see Section 5.1). Query reformulation data has been previously
used for various IR tasks, including query suggestion and query
auto-completion [9, 34, 52]. The goal of query suggestion is rec-
ommending a set of possible queries that are likely to be searched
by the user. Boldi et al. [4, 5] used query reformulation data to
construct a query flow graph. Later on, Diaz [18] looked at query
reformulation as a discrete optimization problem by constructing
an unweighted graph of queries. Szpektor et al. [48] employed
entity type information together with query reformulation data
for improving the query suggestion quality in tail queries. In this
work, we also found entity type information useful for generating
clarifying questions for tail queries. Although query suggestions
are also often generated from query reformulation data, they are
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fundamentally different from candidate answers to a clarifying
question. The reason is that in our case, the candidate answers
should clarify the information need of the user behind the current
search query. While, in query suggestion, the next search query
might be in another topic that are usually searched together. For
example, a sensible next query for “parkinson” can be “alzheimer”.
Query auto-completion is similar to candidate answer selection in
the sense that they both focus on additive reformulations. However,
any possible reformulation is not necessarily a good candidate an-
swer for clarification. Despite these fundamental differences, we
use a few query auto-completion and suggestion baselines in our ex-
periments to evaluate the quality of candidate answers. In addition,
our online experiments in Section 3.3 show the substantial impact
of clarifying questions on user engagement in terms of clickthrough
rate (i.e., over 48% improvement).

Weak Supervision. Limited training data has been a perennial
problem in information retrieval, and many machine learning-
related domains [58]. This hasmotivated researchers to trainmodels
using pseudo-labels. As widely known, deep neural networks often
require large-scale data for training. Training neural IR models
based on pseudo-labels has been shown to produce successful re-
sults in various tasks, including ad-hoc retrieval [17, 57], query
performance prediction [56], and query disambiguation [28]. This
learning approach is called weak supervision. Dehghani et al. [17]
proposed training a neural ranking model for ad-hoc retrieval based
on the labels generated by an existing retrieval model, such as BM25.
Following these studies, the idea of training neural IR models with
weak supervision has been further employed in [31, 35, 56]. Re-
cently, Zamani and Croft [55] provided theoretical foundations for
explaining the successful empirical results achieved by weakly su-
pervised IR models. In this paper, we also use a weak supervision
strategy to train our model based on the output of a rule-based
question generation model. The main difference between our work
and the existing weak supervision models in IR is that our weak
signals is a text that should be generated, rather than a single label.

3 ON THE USEFULNESS OF SEARCH
CLARIFICATION

One of the major motivations for asking clarifying question in IR
is closing the gap between the traditional “query-response” para-
digm and interactive conversational information seeking systems.
Kiesel et al. [25] showed that asking clarifying questions in case of
ambiguous and faceted queries is a convenient interaction form in
conversational system and users enjoy such interactions. In addi-
tion, modern search engines often return a diversified result list in
response to ambiguous or faceted queries in order to satisfy differ-
ent possible query intents. However, most conversational systems
provide a speech-only or a small screen interface. These interfaces
do not allow information systems to present a long diversified result
list. Therefore, when it comes to conversational systems, under-
standing query intent for providing confident and accurate results
becomes even more important. This can be achieved by asking
questions to clarify the user information need [2].

In addition to conversational systems, we claim that clarification
is also useful in typical web search interfaces. Figure 1 demonstrates
an example of using clarification in web search. In such case, the

system produces a clarifying question and a set of clickable candi-
date answers. To study the usefulness of clarification for web search,
we rely on users. In the rest of this section, we use the method used
for generating clarifying questions in Bing, and present a set of
user studies and online experiments to highlight the usefulness of
clarifying questions in web search. Since this is not the core of the
paper, we keep brevity in the analysis reported here.

3.1 User Study I
In the first user study, we interviewed five participants, including
three female and twomale participants aged 24 to 48 years old, from
five different states in the United States and different educational
backgrounds. We defined four diverse scenarios, and asked them
to use the search engine we provided (the interface is shown in
Figure 1). The scenarios include:

• You have acquired a lot of favorites in your web browser, but
they are old and you want to get rid of them.

• You are moving to San Clemente, CA, and your teenaged relative
is going to start at San Clemente High School.

• Your doctor has recommended you start taking a new supplement
called Vitar C Capsule Extended Release.

• You are interested in learning more about Irish castles.

After completion of the task, all participants showed high en-
thusiasm for the clarification pane which includes both clarifying
question and candidate answers. When the clarification pane was
relevant, the participants described it as “convenient and easy”,
and they believed that “it saves time and steps”. Interestingly, they
mentioned that “it sometimes cues the user to things they may not
have considered”. They believed that the clarification pane “helped
them find more relevant results”.

They were also asked to provide their opinion on non-relevant
or low quality clarifications. Interestingly, they did not think that
the search experience was degraded. One participants mentioned
“It’s like when I look at iPhones, and eBay says ’since you looked at
iPhones you may be interested in these hair curlers!’ And I’m like,
well that’s weird, whatever”. We believe that this happens because
of the high quality of search result list. On the other hand, the
participants believed that the quality of the secondary result page
(after clicking on one of the candidate answers in the clarification
pane) perceived the usefulness of the clarification pane. Motivated
by this observation, we also evaluate the quality of the secondary
result page in our experiments (see Section 6.5).

3.2 User Study II
Followed by the positive feedback received from the first user study,
we conducted a second round with a bit larger participant pool and
a more realistic setting. We provided 24 participants with the same
search engine that features the clarification pane. Similar to the
previous user study, the participants were diverse in terms of gen-
der, location in the United States, and educational background. We
asked the participants to perform their everyday searches through
our system for two weeks. The participants were further inter-
viewed in four different sessions to give us their honest opinion.
The participants have been asked a set of questions, such as “how
do you feel about the search engine asking a question back to you?”.
The summary of the interviews are as follows:



WWW ’20, April 20–24, 2020, Taipei, Taiwan Hamed Zamani, Susan T. Dumais, Nick Craswell, Paul N. Bennett, and Gord Lueck

• They believed that it has functional benefits. In particular, they
pointed out that “questions help guide users in the right direction
and to the right conclusion”.

• They believed that clarification pane also has some emotional
benefits. In more detail, it brings to users a sense of confidence
that the search engine understands what the user wants. More-
over, it gives the users a sense of security and coming to the
right conclusion. They pointed out that sometimes, especially
when it comes to product search, they feel less stress when the
search engine asks questions on different features of the prod-
uct. Because without it, they often feel they forgot to check all
necessary properties of the product.
They are finally asked to rate every feature in the search engine

result page (including the entity card, query suggestion, similar
questions, etc). The clarification panewas amongst themost favorite
features with the rating of 9.14 out of 10.
3.3 Online Experiment
As the last step to identify the usefulness of clarification pane for
web search, we performed an online experiment using Bing. The
main goal of our online experiment was to understand the benefit of
clarifying questions, as opposed to just showing some options, such
as query suggestion. We consider the following two treatments: (1)
clarifying questions and candidate answers, and (2) a static title
(i.e., “select one to refine your search”) and candidate answers.

In other words, this experiment shows the importance of asking
clarifying questions. Note that all other details, such as interface
design, position in the SERP, and search result quality were the
same in both treatments. We ran the experiment for one week with
2.5 million users from the EN-US market for each treatment. We
obtained 48.57% more engagements (relative) using the clarifica-
tion pane with clarifying question, compared to the one with static
title (i.e., similar to query suggestion). The engagement is mea-
sured by clickthrough rate, and the improvements were statistically
significant based on paired t-test (p < 10−20).
3.4 Summary of Findings
This section provides multiple evidence to show the importance of
clarification in information seeking systems, summarized as below:
• In conversational information seeking, asking question is the
most convenient interaction to clarify the user information need.
Interfaces with small or no screen (speech-only) signify the im-
portance of asking for clarification.

• In our user studies, clarification pane was found useful by the
users. They pointed out its both functional and emotional benefits.
Emotional benefits include the sense of confidence and security.

• Over 48% relative clickthrough rate improvement compared to
query suggestion in our large-scale online experiment demon-
strates the usefulness of clarifying questions in web search.

4 TAXONOMY OF CLARIFICATION TYPES
This section summarizes a number of different type of clarifica-
tion required in an open-domain information seeking system, such
as web search. This taxonomy was derived by analyzing a large-
scale query log. We looked at thousands of query reformulations
sampled from the Bing query logs. Existing query reformulation
taxonomies [6, 24, 27, 29] cover broad types of reformulations (e.g.,
generalization, specialization, change in topic or search domain). In

this paper we focus on refining the types of specializations that are
important in generating clarifying questions. The general idea in
creating this taxonomy is that the specializations seen in query re-
formulations indicate the types of clarifications that will be required
for open-domain information seeking. For example, when the query
“trec” is followed by the query “trec conference”, it gives us infor-
mation about one intent of the original query. The clarifications we
identified are summarized below.
Disambiguation: Some queries are ambiguous and could refer to
different concepts or entities. For example, the query “trec” can
refer to either “Text Retrieval Conference” or “Texas Real Estate
Commission”. A clarifying questions could ask about whether the
user’s intent is to find the conference or the real estate commission.
Preference: Other queries are not ambiguous, but a clarifying
question can help identify a more precise information need. Four
major subcategory of preference clarifications are:
- Personal information (“for whom”): personal information, such as
gender, age, language, and expertise, can limit the search space.
For example, a query about “sneakers” might be followed by
“for women” or by “for kids”, which suggest useful clarifying
questions.

- Spatial information (“where”): spatial information is also reflected
in reformulations in many cases. For example, a user looking for
an apartment to rent may have different neighborhood prefer-
ences, which can be clarified by asking a question.

- Temporal information (“when”): some queries have a temporal
aspect which can be clarified by the system. For example, the
query “wsdm” can refer to either “wsdm 2019” or “wsdm 2020”.

- Purpose (”for what purpose”): if the answer to a query depends
on the purpose of user, a clarifying question can seek to identify
the purpose. For example, a user searching for “apartment” may
be interested in renting or buying.

Topic: If the topic of the user’s query is too broad, the system can
ask for more information about the exact need of the user. Topic
clarifications include:
- Sub-topic information: The user might be interested in a specific
sub-topic of the query.

- Event or news: based on an event or breaking news, many users
often search for a topic related to the news, while the query out
of the context of that event or news may have different meaning.

Comparison: Comparing a topic or entity with another one may
help the user find the information they need. For example, for a
user who wants to purchase a gaming console, the system may ask
whether the user wants to compare xbox with play station.

Note that different reformulations of the same query may lie in
multiple categories in this taxonomy.

5 GENERATING CLARIFYING QUESTIONS
Given different clarification types required in an open-domain in-
formation seeking system (see Section 4), in this section, we in-
troduce three approaches for generating clarifying questions. Fig-
ure 1 and Table 6 show some examples of clarifying questions. Our
first approach (called RTC) is a simple yet effective model based
on a rule-based slot filling algorithm (Section 5.2). We then intro-
duce our second model (called QLM) which is a weakly supervised
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text generation model based on recurrent networks trained using
maximum likelihood (Section 5.3). We finally present our third
model (called QCM) which maximizes a clarification probability us-
ing reinforcement learning (Section 5.4). Since creating large-scale
human-generated clarifying questions for open-domain informa-
tion retrieval is costly and time consuming, none of our methods
rely on supervised clarifying questions for training. In fact, QLM
and QCM are trained based on weakly supervised data generated
by the rule-based model.

In addition to clarifying questions, we propose a model for gen-
erating candidate answers in Section 5.5. All of these models rely
on a query aspects generation method presented below.
5.1 Query Aspects Generation
In order to generate an appropriate clarifying question, we must
identify different aspects of the query. One can employ different
information sources for identifying query aspects, including query
reformulation data, clickthrough data, and retrieved documents.

In this paper, we focus on query reformulation data with the
goal of finding query reformulations that reveal different aspects
of the query. Regarding our initial query log analysis, the users
mostly clarify their information needs by adding one or more terms
to their original query. This is often called query specialization [27].
Therefore, we are interested in the query reformulations in which
the reformulated query specifies what aspect of the query is in the
need of user. In more detail, we follow the steps below:
(1) We first collect large-scale web search query logs (see Sec-

tion 6.1).
(2) We then extract a set of query reformulation triples (q,qq′, c)

(or (q,q′q, c)), which denotes that the query q is followed by the
query qq′ (or q′q) in the same search session (i.e., immediate
successive queries) with a frequency of c , when it is aggregated
over the whole query log data for all users. Note that qq′ is
the concatenation of the query text q and a term or phrase
q′, where |q′ | > 0. Note that if q′ starts with (or ends with) a
stopword, we drop that stopword. Throughout this paper, we
use the following notation for such reformulation: q

c
−−→ q′. For

example, if the query “running shoes” is followed by “running
shoes for women” with the frequency of 10, then we have:
“running shoes”

10
−−→ “women”. Similarly, if the query “shoes”

is followed by the query “running shoes” with a frequency of
12, we have: “shoes”

12
−−→ “running”.

(3) Query reformulation data can be extremely sparse, especially
for tail queries. To mitigate this issue, we aim at predicting un-
seen reformulations. This is similar to a standard collaborative
filtering task. Therefore, we used neural collaborative filter-
ing (NCF) [22], a state-of-the-art collaborative filtering model,
for predicting possible missing reformulations. We used mean
squared error (MSE) as the loss function and trained the model
for 20 epochs. We took 5 random negative samples per positive
instance (each positive instance is a unique query reformulation
in the data). We used 50 latent factors per query. After training,
we can compute a weight for each possible query reformulation.

(4) We lastly compute a probability distribution for query aspects as
follows: p(q −→ q′) =

weight(q,q′)∑
q′′ weight(q,q′′)

, which is the normalized
values obtained by the NCF model.

5.2 RTC: A Template-based Approach
A major challenge in generating clarifying questions for open-
domain information retrieval is the lack of training data. Writing
a number of clarifying questions for a number of random queries
made it clear to us that most clarifying questions can be formulated
using a few question templates. Therefore, we went through the
clarification types taxonomy discussed in Section 4 and produced
the following question templates that cover most clarification types:
(1) What do you want to know about QUERY?
(2) What do you want to know about this QUERY_ENTITY_TYPE?
(3) What ASPECT_ENTITY_TYPE are you looking for?
(4) Whom are you looking for?
(5) Who are you shopping for?

We found a simple yet effective rule-based template completion
(RTC) model. For each query, we first compute three variables: (1)
QUERY: query string, (2) QUERY_ENTITY_TYPE: entity type of
the query; null, if unknown, and (3) ASPECT_ENTITY_TYPE: the
entity type for the majority aspects of the query. If the percentage
of query aspects with the entity type et exceeds a threshold τ , this
variable would be equal to et, otherwise null. We empirically set
τ to 70%.

We then select a question template using the following rule-
based algorithm:
- If ASPECT_ENTITY_TYPE is related to personal information,
such as gender or age, and if QUERY_ENTITY_TYPE is a product
(or related), we choose template (5). If QUERY_ENTITY_TYPE is
not a product, we choose template (4).

- If still no template is selected and if ASPECT_ENTITY_TYPE is
not null, we choose template (3).

- If still no template is selected and if QUERY_ENTITY_TYPE is
not null, we choose template (2).

- If still no template is selected, we choose template (1).
In fact, the template numbers show their priority, and we select

the template with the highest priority that can match the query
given the above rules. Despite its simplicity, this rule-based ap-
proach often generates appropriate clarifying questions.

5.3 QLM: Question Likelihood Maximization
In this subsection, we describe QLM, a weakly supervised neural
question generation model based on maximum likelihood train-
ing. QLM first encodes the query and its different aspects, then
generates a natural language clarifying question using a decoding
component. The architecture of the model is presented in Figure 2.
As shown in the figure, QLM consists of a hierarchical encoder with
the following components:
• Query Encoder: The query encoder takes the query text in addi-
tion to its entity type (which can be “unknown”) and returns a
d-dimensional representation for the query.

• Single Aspect Encoder: This component learns a representation
for each q −−→ q′ extracted by the Query Aspect Generation
model (see Section 5.1). Note that the parameters for all the
Single Aspect Encoders are shared.

• Query Aspects Encoder: This component takes the representa-
tions for the top k query aspects (sorted based on their probability
computed by the Query Aspects Generationmodel) and computes
a high-dimensional representation.
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framework.

All of these encoding components are modeled using a bidirec-
tional long short-term memory network (BiLSTM) [44], shown in
the bottom right of Figure 2. In fact, an input sequence (either term
representation or single aspect representation) is fed to the BiLSTM
network. Due to the short length of inputs in our case, the BiLSTM
network works sufficiently efficient and effective. In Query Aspect
Encoder, each single aspect representation is a sequence input, or-
dered by its weight. The BiLSTM network can be simply replaced
by any other sequence encoder, such as Transformers [50].

The decoding component takes the concatenated representations
learned by Query Encoder and Query Aspects Encoder in order to
generate a natural language clarifying question. The architecture
of this decoding component is shown in the upper right of Figure 2,
which is similar to the one used in the seq2seq model [47]. As
depicted, the encoder outputs are used as the initial memory for
the first LSTM cell and a start token is fed to the cell. This LSTM
cell generates a representation with d dimensions. By feeding this
representation to a fully connected network with a single layer and
the layer size of vocabulary size, and applying a softmax function to
the output of this network, we can obtain a probability distribution
over all vocabulary terms (i.e., unigram language model). We train
our models based on seq2seq training [47]. In more detail, we use
the cross entropy loss function to minimize the divergence between
the generated unigram distribution and the true distribution. In
true distribution, the target term has a probability of 1 and the other
terms have zero probability.

Our model is trained based on the clarifying questions generated
by RTC as a weak supervision data. We expect QLM to generalize
the observed training set and perform better than the RTC model.
The reason is that entity type information plays a key role in RTC,
and it can be incomplete. Therefore, QLM that has access to different
query reformulations can automatically generate an appropriate
clarifying question, even if the query entity type is missing.

At inference time, we take the term with highest probability
from the generated unigram distribution, and feed that term to the
next LSTM cell as the input (see Figure 2). Using this procedure,
the model keeps generating terms until observing an END token.

5.4 QCM: Query Clarification Maximization
As explained earlier, QLM maximizes the likelihood of generating
the questions observed in the training set. Therefore, it tends to
generate common questions in the training set. This has also been

observed by Rao and Daumé III [42]. This even gets worse when
the training data is noisy, which is the case in weak supervision.

To address this issue, we propose QCM, a machine learning
model that generates clarifying questions by maximizing a clari-
fication utility function. As we will see later, this utility function
is not differentiable. Therefore, we optimize our model using re-
inforcement learning. The architecture of the QCM framework is
shown in Figure 3. In fact, this model generates clarifying questions
and candidate answers simultaneously, and the reward function
measures their clarification utility. The network architecture of
the question generation model in this framework is the same as
the QLM model. The query aspects generation component is also
the same as the one described in Section 5.1. We will describe the
candidate answer generation model later in Section 5.5. Here we
explain how the optimization in QCM works.

We use the mixed incremental cross-entropy REINFORCE al-
gorithm (MIXER) [40] for training our model. The reason is that
since our reward function only measures the clarification utility,
which makes it difficult to force the model to generate natural lan-
guage clarifying questions. In such cases, MIXER takes advantage
of maximum likelihood training to make sure that the generated
questions are similar to those in the training set and then it uses
the exploration-exploitation property of REINFORCE to maximize
the ultimate reward function. In more detail, we first train our ques-
tion generation model using maximum likelihood (same as QLM).
We further train this pre-trained model using REINFORCE [51] by
minimizing the following loss function:

L = −(r (q∗) − r (q∗QLM ))

T∑
t=1

logp(q∗t |q
∗
1, · · · ,q

∗
t−1)

where r (·) denotes the reward function, q∗QLM is the question gen-
erated by QLM, q∗ is the question generated by QCM, and T is the
sequence length. Minimizing this loss function using gradient-based
optimization methods pushes the sequence likelihood distribution
towards the one with the highest reward value. To let the model
explore the question generation space, instead of taking the term
with highest probability (as done in QLM) we randomly sample a
term from the unigram distribution generated by the model.

In the following subsection, we explain our clarification utility
that is used as the reward function.
5.4.1 Clarification Utility Estimation. To compute the reward
function, we estimate the clarification probability for a pair of
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query and clarifying question. In other words, this component
computes the probability that the clarifying question q∗ clarifies
the information need of user when submitting the queryq. Formally,
the goal is to estimate p(c = 1|q,q∗) where c is a binary variable
for clarification. Given the law of total probability, this probability
is computed as follows:

p(c = 1|q,q∗) =
∑
a∈A

p(c = 1|a,q,q∗)p(a |q,q∗)

where A is the set of all possible candidate answers. Intuitively,
the clarification probability of a clarifying question is computed
based on the clarification probability of each candidate answer (i.e.,
p(c = 1|a,q,q∗)) and the quality of each candidate answer (i.e.,
p(a |q,q∗)).

Estimating p(c = 1|a,q,q∗) depends on the intent of the user. In
other words, a candidate answer may clarify an intent behind the
query, while may not clarify another intent. Therefore, we estimate
this probability as follows:

p(c = 1|a,q,q∗) =
∑
i ∈Iq

p(c = 1|i,a,q,q∗)p(i |a,q,q∗)

where Iq is the set of all possible intents behind the query q. In this
equation, p(c = 1|i,a,q,q∗) computes the clarification probability
of each candidate answer for each query intent, and p(i |a,q,q∗)
computes the probability of each intent.

The intent set Iq is generally unknown. However, it can be es-
timated based on the top n query aspects computed using the ap-
proach presented in Section 5.1 (n = 20).
Estimating p(i|a, q, q∗): The intent behind a query only depends
on the user and the query she submitted, and thus is independent
of the clarifying question and its candidate answers. Therefore,
p(i |a,q,q∗) can be estimated using maximum likelihood estimation,
which will be equal to p(q −→ i) (see Section 5.1).
Estimating p(c = 1|i, a, q, q∗): For estimating the clarification prob-
ability, we hypothesize that the more similar the candidate answer
a to the intent i , the higher the clarification probability. On the
other hand, the user only clicks on one candidate answer, therefore,
we would like to have a diverse set of candidate answers that cover
different intents behind the query. Taking all these into account,
we estimate this probability as follows:

p(c = 1|i,a,q,q∗) =

{
sim(a, i) if a = argmaxa′∈A sim(a′, i)

0 otherwise
where the similarity function is computed using the normalized
cosine similarity of average word embeddings [54]. In more detail,
the most similar candidate answer to an intent can only get a simi-
larity score for clarifying the intent. This equation makes sure that
the candidate answers are diverse.
Estimating p(a|q, q∗): We should estimate the probability of a
being an answer to q∗ in the context of q. This probability depends
on the query, its entity type, and the answer type required by the
clarifying question. Therefore, we estimate this probability using
the following information: (1) query text, (2) query entity type, and
(3) answer entity type (if the clarifying questions specifies the entity
type of answers, then it should be taken into account for computing
the answer probability).

Therefore, we train a feed-forward network with a single hidden
layer (similar to the word2vec model [33]). In more detail, we con-
catenate the average word embedding of the query terms, the query

entity type embedding, and the answer entity type embedding as
the input of the network, and all possible candidate answers as the
output. We train the model using the noise contrastive estimation
(NCE) loss. We train this component using the query reformula-
tion data, described in Section 5.1. In other words, based on each
unique reformulation q −−→ q′, we create a training input example
(q, entity type(q), entity type(q′)) and training label q′. Similar to
the word2vec idea, this model can generalize over different entity
types and similar texts. The word embedding matrix is initialized
by pre-trained vectors (see Section 6.2 for more information).
5.5 Candidate Answer Selection
For each clarifying question, we are interested in generating up to
m candidate answers. To do so, we generate a candidate answer
set A that maximizes the clarification probability p(c = 1|q,q∗) (see
Section 5.4.1). Given the discrete nature of the candidate answer set,
solving this problem is NP-hard. However, the way that we estimate
this probability in Seciont 5.4.1 makes it a monotone submodular
function. For the sake of space, we omit the straightforward sub-
modularity proof. Thus, a greedy algorithm can lead to a 1 − 1

e
approximation. Therefore, we use a greedy algorithm that gener-
ates candidate answers one by one, called CAS. This speeds up the
candidate answer generation process. Its computation complexity
ism |V |, where V denotes the vocabulary set. At each step i where
i < m, if the utility gain compared to the previous step is less than
a threshold τ ′ we stop selecting options and also drop the last one.
Since CAS is used as a component in the reinforcement learning of
QCM, its efficiency is crucial for efficient training. To speed up the
CAS, for each query q, we select the candidate answers from the
top 30 words in the p(q −−→ ·) distribution (see Section 5.1).

6 EXPERIMENTS
Evaluating the quality of clarifying questions and candidate answers
is challenging. We use trained human annotators to evaluate the
quality of clarifying questions (Section 6.4), quality of candidate
answer set (Section 6.5), and quality of secondary result page by
clicking on candidate answers (Section 6.6).
6.1 Data
The proposed methods require query reformulation data (for query
aspects generation) and entity type information.

Query Reformulation Data: The query reformulation data
was obtained from the Bing search query logs, randomly sub-
sampled from the data collected in a 1.5 year period of the EN-US
market. This data is a set of triples (q,q′, c), where c is the frequency
of the q −−→ q′ query reformulation in the same session. We only
kept the query reformulations with a minimum frequency of 2. The
data contains over 1.6 billion unique query reformulation pairs and
over 500 million unique queries.

Entity Type Data: Since we would like to have entity types
with high coverage, existing knowledge bases do not meet our
expectations. Therefore, we decided to use an open information ex-
traction toolkit to extract “is a” relations from a large-scale corpus.
Since web search queries and web documents cover a wide range
of topics, we decided to create a corpus based on a diverse sample
of Bing search snippets. This resulted in an over 35 petabyte text
corpus. We then ran Reverb [20], an open-source IE toolkit, on the
collected data and kept the “is a” relations with the confidence of at
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Table 1: Question generation evaluation results. †/‡ denote significant improvements compared to RTC/QLM, respectively.

Model
Quality Specificity Quality-Specificity Corr.

Good Fair Bad score
(linear)

score
(exp) Specific Fair General score

(linear)
score
(exp) Pearson’s ρ Kendall’s τ

RTC 27.6% 71.2% 1.2% 1.264 1.540 7.6% 52.8% 39.6% 0.680 0.756 -0.35 -0.34
QLM 32.8% 66.4% 0.8% 1.320 1.648 22.4% 44.8% 32.8% 0.896† 1.120† -0.40 -0.38
QCM 38.0% 60.4% 1.6% 1.364†‡ 1.744†‡ 28.4% 46.0% 25.6% 1.028†‡ 1.312†‡ -0.18 -0.16

least 96%. This results in over 27 millions relations for over 20 mil-
lions unique phrases. The data contains over 6 millions entity types,
out of which over 17,000 entity types have a minimum frequency of
10. This data covers the entity types for over 40% of search queries.

In the following, we describe our query sampling strategy:
TrainingQuery Set forWeak Supervision: Asmentioned above,

the proposed machine learning models are trained using weak su-
pervision. To construct the training set, we first generated clarifying
questions for all the queries in the sampled query logs (i.e., over
500 million unique queries) using the RTC model. Out of which,
we sampled 100k queries for training the QLM model. In our query
sampling, we made sure to include the queries that cover a wide
range of clarifying questions. This is necessary to allow the model
learn to generate different clarifying questions, and avoid overfit-
ting on general questions.We sampled an additional 5k queries with
the same strategy to create a validation set. For training the QCM
model, we used 80k of the training query set for pre-training the
question generation model and the remaining 20k for fine tuning
the model using reinforcement learning.

Evaluation Query Set: To evaluate our models, we randomly
sampled 250 queries from the Bing query logs. This query set has a
uniform distribution across the following four buckets (i.e., 62 or 63
queries per bucket): (1) Head & Many Reformulations, (2) Head &
Few Reformulations, (3) Tail & Many Reformulations, and (4) Tail &
Few Reformulations. If a query has over 20 unique reformulations,
it is considered as a query with many reformulations, while few
reformulations means less than or equal to 5 unique reformulations.
Being “head” or “tail” is determined based on the frequency of
the query in the search logs. We made sure that the intersection
between the training, validation, and evaluation sets are empty.

6.2 Implementation Details
We implemented our model using TensorFlow [1]. In all experi-
ments, the network parameters were optimized using the Adam
optimizer [26] with its default hyper-parameters. The batch size in
all the experiments was set to 128. We selected the learning rate
from {1 × 10−5, 5 × 10−4, 1 × 10−4, 5 × 10−4, 1 × 10−3} based on
the loss value on the validation set. The size of hidden parameters
in LSTM cells was set to 64. In all the experiments, we used the
standard early stopping strategy to avoid overfitting. The param-
eters k (the number of aspects encoded in the question genera-
tion model) andm (maximum number of candidate answers per
clarifying question) were set to 10 and 5, respectively. The word
embedding dimensionality was set to 100 and the embedding ma-
trix was initialized by the pre-trained GloVe [36] vectors learned
from Wikipedia 2014 and Gigawords 5. For text pre-processing, we
removed non-alphanumerical characters and lower-cased all text.
We further filtered out queries with detrimental contents using a
proprietary tool. We use NLTK [30] for text tokenization.

6.3 Human Annotation
We evaluate our models using human annotation. We assigned
each human intelligent task (HIT) to three annotators and obtained
the labels based on majority voting. The hired annotators were
well trained and informed about the task and its applications. Each
labeling task asks the annotators to choose between Good, Fair, Bad,
and Detrimental labels. Detrimental refers to the sensitive contents
that are harmful for real commercial systems. As mentioned in
Section 6.2, we removed detrimental contents from the data and thus
we did not observe any detrimental label in our human annotations.
Therefore, hereafter, we do not mention this label. In some rare
cases (less than 4%), there is no agreement between the annotators
(i.e., no label with more than 1 voter). In such cases, we considered
Fair (i.e., the middle label) as the label. The overall Fleiss’ kappa
inter-annotator agreement is 64.58%, which is considered as good.

Each HIT is designed for a single query. It starts with a SERP
Review step that asks annotators to read and review three pages of
the search results returned by Bing. The goal is to make sure that
the annotators are familiar with different aspects of the query. We
further present some labeling tasks to the annotators. In the next
section, we describe each labeling task and discuss the results.

6.4 Evaluating Question Quality
In this subsection, we evaluate the quality of the generated clarify-
ing questions, independent of candidate answers. In our HIT, after
reviewing the search engine result page, we present the generated
clarifying question to the annotator and ask for a question quality
label. At this stage, annotators are not aware of the candidate an-
swers. We gave detailed definitions, guidelines, and examples for
each of the Good, Fair, and Bad labels. In summary, the guideline
indicates that a Good question should correctly address and clarify
different intents of the query, and should be fluent and grammat-
ically correct. If a question fails in terms of any of these factors,
but still an acceptable question to be asked in a real system, the
label Fair is desired. Otherwise, we asked the annotators to give
a Bad label to the question. We also identify the specificity of the
generated questions. The results are reported in Table 1. In addition
to the percentage of each label obtained from the annotators, we
compute two scores for question quality. (1) The linear score is
obtained by assigning the weight 0, 1, and 2 to Bad, Fair, and Good
labels, respectively. (2) The exponential score is computed by re-
spectively using 0, 1, and 3 as the weights for the Bad, Fair, and
Good labels. This is similar to the gain function in the NDCG for-
mula (i.e., 2w −1) which favors the Good label. Therefore, the linear
and exponential scores are bounded by [0, 2] and [0, 3], respectively.
We compute these scores for specificity as well by assigning higher
weights to more specific questions. Statistically significant differ-
ences of these scores were computed using the two-tailed paired
t-test with Bonferroni correction at a 95% confidence level.
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Table 2: Clarifying questions quality by query type.

Model Head & Many Reform. Head & Few Reform.
Good Fair Bad Good Fair Bad

RTC 30.6% 67.8% 1.6% 20.6% 79.4% 0.0%
QLM 37.1% 62.9% 0.0% 19.0% 79.4% 1.6%
QCM 48.4% 48.4% 3.2% 39.7% 60.3% 0.0%

Model Tail & Many Reform. Tail & Few Reform.
Good Fair Bad Good Fair Bad

RTC 28.6% 68.2% 3.2% 30.6% 69.4% 0.0%
QLM 33.3% 66.7% 0.0% 41.9% 56.5% 1.6%
QCM 25.4% 74.6% 0.0% 38.7% 58.1% 3.2%

According to Table 1, QCM outperforms QLM which performs
better than the RTC model in terms of both quality scores. The
results also show that all the models barely generate Bad questions,
and QCM (the best model) generates Good questions in 38% of
the times. It is interesting that QCM also generates more specific
questions compared to the first two models. Note that generat-
ing specific good questions is important. From these results, one
may think that annotators tend to give better scores to specific
questions. To validate this hypothesis, we compute the correla-
tion between the question quality and specificity. The results in
terms of Pearson’s ρ and Kendall’s τ are reported in the last two
columns of Table 1. According to the results, the quality of all mod-
els have negative correlations with the specificity score, meaning
that specific questions tend to have lower quality. The reason is
that generating “good” specific questions is difficult, while general
questions often get Fair or Good labels. The results show that QCM
has the least negative quality-specificity correlation. This means
that QCM generates higher quality specific questions compared to
the other methods. The results suggest that both specificity and
quality should be computed for evaluating clarifying questions.

For a deeper analysis, we provide the results for each query type
in Table 2. Note that the evaluation queries are uniformly distributed
across these four query types (see Section 6.1 for more information).
According to the table, QCM substantially outperforms the other
models for the head queries. In case of tail queries with many
reformulations, QLM performs much better than the other models.
The reason is that in case of many reformulation, it is more difficult
to compute a proper reward function. The highest improvement is
obtained for head queries with few reformulations.
6.5 Evaluating Candidate Answer Set
In the next experiment, we ask human annotators to evaluate the
quality of candidate answer set. To do so, we present the query,
the clarifying question, and the candidate answer set (up to five
candidate answers) to the user. Note that the annotator has already
reviewed multiple pages of the result list to understand different
possible intents behind the query. We ask the annotators to evaluate
the candidate answer set in terms of usefulness for clarification,
comprehensiveness, coverage, understandability, grammar, diver-
sity, and importance order. We give them clear definition of each
label. To summarize, they are asked to assign the Good label, if
the candidate answer set satisfies all the mentioned aspects. While,
the Fair label should be given to an acceptable (with production
standards) candidate answer set that does not satisfy at least one
of the above criteria. Otherwise, the Bad label should be chosen.

Table 3: Candidate answer set evaluation. †/‡ denote signifi-
cant improvements compared to MLE/MMR, respectively.

Model Good Fair Bad score
(linear)

score
(exp)

MLE 0.4% 82.4% 17.2% 0.832 0.836
MMR 0.4% 94.4% 5.2% 0.952† 0.956†

CAS 4.8% 87.2% 8.0% 0.968† 1.016†‡

Table 4: Secondary result page evaluation. †/‡ denote signif-
icant improvements compared to MLE/MMR, respectively.

Model Good Fair Bad score
(linear)

score
(exp)

MLE 69.9% 18.0% 12.1% 1.578 2.278
MMR 66.8% 24.1% 9.1% 1.578 2.246
CAS 87.3% 6.0% 6.7% 1.806†‡ 2.678†‡

Although there is no existing model for generating candidate
answers for clarifying questions, we considered the following nat-
ural baselines to evaluate our candidate answer selection model:
MLE: This model is based on maximum likelihood estimation over
the output of neural collaborative filtering (see Section 5.1). In fact,
this model is similar to query auto-completion models that try
to generate the next phrases for a query. To do so, we order all
possible candidate answers based on the reformulation probability
p(q −−→ q′) and choose the topm phrases with highest probabilities.
This model is similar to the BPMF model in [10].
MMR: This is a model based on maximal marginal relevance [11]
that finds the candidate answers that are relevant to the query
(based on the reformulation probabilities p(q −−→ q′)) and far from
each other (based on word embedding similarity). The intuition is
to produce a diverse set of candidate answers, similar to [10].

The results are presented in Table 3.2 The linear and exponential
scores and the significance tests are computed in the same way as
question evaluation. According to the table, most candidate answer
sets are given a Fair label. The reason is that covering all possible
intents for each querywithmaximumfive options is difficult or even
impossible in many cases. Note that the Fair label in our guideline
still meets the production standards, thus the obtained results are
considered as a successful candidate answer set for production, but
not optimal. The results show that CAS and MMR significantly
outperform MLE. The reason is that both CAS and MMR have
a notion of diversity which helps them increase intent coverage.
Among the tested models CAS performs the best.

6.6 Secondary Search Result Evaluation
When the user selects a candidate answer, we revise the search
results by concatenating the initial query and the candidate answer
and submitting the obtained query to the search engine. This is
called secondary search result page. Our user study suggests that
disappointing secondary search results degrade the satisfaction
of users from the clarification pane (see Section 3.3 for more de-
tail). Motivated by this observation, in the next experiment we ask
the annotators to click on each individual candidate answer and
evaluate the SERP quality (including result list, answers, etc). A

2For the sake of space, the results by query type is not reported. They are mainly
uniformly distributed across different query types.
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Table 5: Secondary result page evaluation by query type.

Model Head & Many Reform. Head & Few Reform.
Good Fair Bad Good Fair Bad

MLE 80.3% 11.9% 7.8% 53.7% 24.1% 22.2%
MMR 75.7% 17.8% 6.5% 55.3% 29.4% 15.3%
CAS 93.7% 2.0% 4.3% 80.5% 10.6% 8.9%

Model Tail & Many Reform. Tail & Few Reform.
Good Fair Bad Good Fair Bad

MLE 78.7% 13.7% 7.6% 67.1% 22.3% 10.6%
MMR 70.4 % 22.6% 7.0% 66.0% 26.5% 7.4%
CAS 89.4% 4.7% 5.9% 85.4% 6.8% 7.8%

secondary result page is considered as Good, if the answer to all
possible information needs behind ‘query + selection option’ can be
easily found in a prominent location in the page (e.g., an answer box
on top of the page or the top three retrieved documents) and the
retrieved information correctly satisfies the possible information
needs. If the result page is still useful, but finding the answer is not
easy or is not on top of the page, the Fair label should be chosen.
Otherwise, the secondary page is Bad.

In this experiment, we use the same baselines as those introduced
in Section 6.5 (i.e., MLE and MMR). The results are reported in
Table 4. According to the results, most secondary result pages are
labeled as good for all models. CAS substantially outperforms the
other two models; over 87% of secondary result pages obtained by
CAS are labeled as Good. It is interesting that while both MMR and
CAS diversify the candidate answer list, the quality of candidate
answers generated by these two models are substantially different.

Table 5 reports the results per query types. According to the
table, queries with many reformulations generally have higher
quality candidate answers. The reason is that the candidate answer
selection algorithms have access to several good follow up options.

6.7 Case Study
We report some example outputs of the proposed QCM model in
Table 6, which uses CAS for candidate answer selection. For the
example “rytary” the model generates a question about this medi-
cation and the candidate answer set consists of its different aspects.
The query “acts 17:16” is an example of tail query in our data, and
the generated candidate answers are different bible translations. By
observing a couple of these translations in the query reformulation
data, the model identifies that this is related to bible and should
use the information generalized from other bible-related queries.
The last example, “alan turing” is a head query with many refor-
mulations. The selected candidate answers clearly demonstrate the
power of CAS in selecting diverse options. Although it is not a
complete answer set (e.g., the Turing award is missing), the selected
options are sensible.

7 LIMITATIONS AND FUTURE DIRECTIONS
This work has several limitations that can be improved in the future:

• Beyond query logs: To identify different aspects of each query,
we rely on query reformulation data, which is not always avail-
able. Going beyond query logs by analyzing the retrieved docu-
ments or other information sources (e.g., clicked documents and
anchor text) is a desired future direction.

Table 6: Example outputs of the QCMmodel.

Query rytary
Question what do you want to know about this medication?
Options dosage, coupon, side effects, cost, information

Query acts 17:16
Question what bible translation are you looking for?
Options american standard version, kjv, esv, niv, nlt

Query that’s how i got to memphis
Question what song information are you looking for?
Options lyrics, stream, download, artist

Query alan turing
Question what do you want to know about this british math-

ematician?
Options movie, suicide note, quotes, biography

• Answer coherency: Modifying the clarification utility function
by considering answer coherency is interesting for future work.

• Multi-turn conversation: In this work, we do not study multi-
turn interactions, in which the users answer to multiple clarifica-
tions. The user behavior and their preference may change in a
multi-turn setting which is worth exploring.

• Personalized and session-aware clarification: This work does
not consider short- and long-term user histories. Generating per-
sonalized and session-aware clarification would be important.

• Utilizing user feedback: It is important to think ahead on how
to collect feedback from users for improve question generation
models. It is an important and interesting research question.

8 CONCLUSIONS
In this paper, we introduced and addressed the task of generating
clarifying questions for open-domain information seeking systems.
We presented a clarification type taxonomy based a large-scale
search log analysis. We presented three models for asking clarifying
questions: (1) a simple yet effective rule-based template selection
and slot filling model, (2) a neural question generation model based
on maximizing the likelihood of generating clarifying questions,
and (3) a reinforcement learning model that maximizes a clarifica-
tion utility function. Our machine learning models were trained
using weak supervision, where the training clarifying questions
were generated using the proposed rule-based model. We also in-
troduced a greedy algorithm for selecting candidate answers in
response to a given pair of query and clarifying question. We eval-
uated our models using human annotation, and showed that the
presented reinforcement learning model produces the best results
by generating 38% good, 60.4% fair, and 1.6% bad questions indepen-
dent of the clarifying question. Our proposed solution also achieved
87.3% good secondary result pages by selecting candidate answers.
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