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Self-introduction

• Xu Tan (谭旭)

• Senior Researcher @ Machine Learning Group, Microsoft Research Asia

• Research interests: deep learning and its applications on NLP and Speech
• Text to speech
• Automatic speech recognition
• Neural machine translation 
• Language/speech pre-training
• Music understanding and generation 

• Homepage:  https://www.microsoft.com/en-us/research/people/xuta/

• Speech related research: https://speechresearch.github.io/
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Text to speech synthesis

• The artificial production of human speech from text
• Human speech system
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Text to speech synthesis

• The artificial production of human speech from text

• Disciplines: acoustics, linguistics, digital signal processing, statistics 
and deep learning

• The quality of the synthesized speech is measured by  
• Intelligibility and naturalness

• From intelligibility to naturalness

Text to Speech
(TTS)

Text Speech waveform
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History of TTS Technology

• Concatenative speech synthesis
• High intelligibility, but requires huge database, less natural and emotionless

• Statistical parametric speech synthesis
• Lower data cost and more flexible, but lower quality and robotic

• Neural network based end-to-end speech synthesis
• Huge quality improvement, less human preprocessing and feature development
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Statistical parametric speech synthesis

• Text analysis, acoustic model, and vocoder analysis/synthesis

• Text analysis: text → linguistic features
• Acoustic model: linguistic features → acoustic features
• Vocoder analysis: speech → acoustic features
• Vocoder synthesis: acoustic features → speech
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Neural based end-to-end speech synthesis 
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Text analysis

• Transforms input text into linguistic features, including 
• Text normalization

• 1989 → nineteen eighty nine, Jan. 24th
→ January twenty-fourth

• Phrase/word/syllable segmentation
• synthesis → syn-the-sis

• Part of speech (POS) tagging 
• Mary went to the store → noun, verb, prep, noun, 

• ToBI (Tones and Break Indices)
• Mary went to the store ? →Mary’  store’   H%

• Grapheme-to-phoneme conversion
• Speech → s p iy ch
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Text analysis——Linguistic features

• Phoneme, syllable, word, phrase and sentence-level features, e.g., 
• The phonetic symbols of the previous before the previous, the previous, the 

current, the next or the next after the next;

• Whether the previous, the current or the next syllable is stressed;

• The part of speech (POS) of the previous, the current or the next word; 

• The prosodic annotation of the current phrase;

• The number of syllables, words or phrases in the current sentence.
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Text analysis——Linguistic features
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Acoustic model 

• Predict acoustic features from linguistic features

• F0, V/UV, energy

• Mel-scale Frequency Cepstral Coefficients (MFCC), Bark-Frequency Cepstral 
Coefficients (BFCC)

• Mel-generalized coefficients (MGC), band aperiodicity (BAP),

• Linear prediction coefficient (LPC), 

• Mel-spectrogram
• Pre-emphasis, Framing, Windowing, Short-Time Fourier Transform (STFT), Mel filter

Text 
Analysis

Acoustic 
Model

VocoderText Speech
Linguistic 
features

Acoustic
features
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Acoustic model 

• Predict acoustic features from linguistic features

• HMM, BLSTM, Seq2Seq (LSTM, CNN, Transformer)

• The requirements for acoustic model
• More context information (input) 

• Model correlation between frames (output)

• Combat over-smoothing prediction

• Alignment between linguistic and acoustic features

Text 
Analysis

Acoustic 
Model

VocoderText Speech
Linguistic 
features

Acoustic
features

2021/01/24 TTS Tutorial @ ISCSLP 2021



Vocoder

• Statistical parametric speech synthesis
• HTS, STRAIGHT, Phase vocoder, PSOLA, sinusoidal model, WORLD
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Vocoder

• Neural vocoder

• WaveNet, ParallelWaveNet

• SampleRNN, WaveRNN, LPCNet

• GAN-based model 

• Flow-based model

• Diffusion-based model

Vocoder SpeechMel-spectrogram
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More end-to-end TTS

• Advantages of end-to-end model
• Trained with text-speech pairs with minimum human annotation

• Do not require explicit alignment between text and speech

• Errors cannot accumulate and no error propagation since it is a single model

• Progressively end-to-end
• WaveNet [6], DeepVoice [18], Tacotron [21], Char2Wav [23], DeepVoice 2 [19] 

• Tacotron 2 [22], DeepVoice 3 [20], Transformer TTS [25], FastSpeech [26]

• ClariNet [24], EATS [28], FastSpeech 2s [27]
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More end-to-end TTS
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More end-to-end TTS

• Simplify/remove text analysis
• Text normalization, phrase/word/syllable segmentation, POS tagging, ToBI, 

grapheme-to-phoneme conversion

• Only text normalization and grapheme-to-phoneme conversion
• Jan. 24th

→ January twenty-fourth → dʒænjueri twenti fɔːrθ

• Simplify acoustic features
• F0, MGC, BAP →mel-spectrogram

Text 
Analysis

Acoustic 
Model

VocoderText Speech

Jan. dʒ æ  n ju e r i

Phoneme Mel-spectrogram
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More end-to-end TTS

• Simplify/remove text analysis, and simplify acoustic features
• Tacotron 2 [22]
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More end-to-end TTS

• Directly predict waveform instead of mel-spectrogram
• WaveNet [6]: linguistic features, F0, duration → waveform

Text 
Analysis

End-to-End TTS ModelText Speech
Linguistic 
features
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More end-to-end TTS

• Directly predict waveform instead of mel-spectrogram
• WaveNet [6]: autoregressive model with dilated causal convolution
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More end-to-end TTS

• Fully end-to-end, direct text to waveform synthesis
• ClariNet [24]: autoregressive acoustic model and non-autoregressive vocoder
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More end-to-end TTS

• Fully end-to-end, direct text to waveform synthesis
• FastSpeech 2s [27]: fully parallel text to wave model 
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Inference speedup

• End-to-end neural TTS model usually adopts autoregressive mel-
spectrogram and waveform generation
• Sequence is very long, e.g., 1s speech, 500 mel, 24000 waveform points

• Slow inference speed
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Inference speedup

• Non-autoregressive mel-spectrogram generation
• FastSpeech [26], FastSpeech 2 [27], ParaNet [29], Glow-TTS [30]

• Non-autoregressive vocoder 
• Parallel WaveNet [7]

• GAN based: WaveGAN [14], MelGAN [15], Parallel WaveGAN [16], GAN-TTS [17], 
HiFi-GAN [36]

• Flow based: WaveGlow [11], FloWaveNet [12], WaveFlow [13]

• Diffusion-based: DiffWave [31], WaveGrad [32]

• Lightweight model
• WaveRNN [9], LPCNet [10], multiband modeling [37,38], model compression [9]
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Inference speedup——FastSpeech

• Problems: Previous autoregressive TTS models (Tacotron 2, 

DeepVoice 3, Transformer TTS) suffer from
• Slow inference speed: autoregressive mel-spectrogram generation 

is slow for long sequence;
• Not robust: words skipping and repeating; 
• Lack of controllability: hard to control the voice speed/prosody in 

the autoregressive generation

• Key designs in FastSpeech [26]
• Generate mel-spectrogram in parallel (for speedup)
• Remove the text-speech attention mechanism (for robustness)
• Feed-forward transformer with length regulator (for controllability)

You can call me directly at 4257037344 or my cell 4254447474 or 

send me a meeting request with all the appropriate information.
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Inference speedup——FastSpeech

• Framework: Length Regulator speech

s p iy ch 2 2 3 1

s s p p iy iy iy ch

=1

s p iy ch 2 2 3 1

s p iy iy ch

= 0.5 (1 1 1.5 0.5 → 1 1 2 1)

s p iy ch 2 2 3 1

s s s s p p p p iy iy iy iy iy iy ch ch

= 2 (4 4 6 2)

1.0x speed

2.0x speed

0.5x speed
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Inference speedup——FastSpeech

• Framework: Duration Predictor

• How to get the label to train the 
duration predictor?

• Extract duration based on the 
attention alignments from the 
autoregressive teacher

2 2 3 1

2 2 3 1
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Inference speedup——FastSpeech

• FastSpeech has the following advantages
• Extremely fast: 270x inference speedup on mel-spectrogram generation, 38x

speedup on final waveform generation!

• Robust: no bad case of words skipping and repeating.

• Controllable: can control voice speed and prosody.

• Voice quality: on par or better than previous SOTA model.
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Inference speedup——FastSpeech
• Product Transfer: FastSpeech is deployed on Microsoft Azure Speech Service (TTS) for 

54 languages/locales

Languages Locales Languages Locales Languages Locales Languages Locales

Arabic ar-EG, ar-SA Finnish fi-FI Japanese ja-JP Slovenian sl-SI

Bulgarian bg-BG French fr-FR, fr-CA, fr-CH Korean ko-KR Spanish es-ES, es-MX

Catalan ca-ES German de-DE, de-AT, de-CH Malay ms-MY Swedish sv-SE

Chinese zh-CN, zh-HK, zh-TW Greek el-GR Norwegian nb-NO Tamil ta-IN

Croatian hr-HR Hebrew he-IL Polish pl-PL Telugu te-IN

Czech cs-CZ Hindi hi-IN Portuguese pt-BR, pt-PT Thai th-TH

Danish da-DK Hungarian hu-HU Romanian ro-RO Turkish tr-TR

Dutch nl-NL Indonesian id-ID Russia ru-RU Vietnamese vi-VN

English en-US, en-UK, en-AU, en-CA, en-IN, en-IE Italian it-IT Slovak sk-SK Irish ga-IE

Estonian et-EE Maltese mt-MT Lithuanian lt-LT Latvian lv-LV

https://azure.microsoft.com/en-us/services/cognitive-services/text-to-speech
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Inference speedup——FastSpeech 2

• The improvement space for FastSpeech

• Training pipeline complicated: two-stage teacher-student distillation

• Target is not good: the target mels distilled from teacher suffer from information loss

• Duration is not accurate: the duration extracted from teacher is not accurate enough

• Improvements in FastSpeech 2 [27]
• Simplify training pipeline: remove teacher-student distillation

• Use ground-truth speech as target: avoid information loss

• Improve duration & Introduce more variance information: ease the one-to-many mapping 
problem

Text

multiple speech variations
(duration, pitch, sound volume, speaker, style, emotion, etc)
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Inference speedup——FastSpeech 2

• Variance adaptor: use variance predictor to 
predict duration, pitch, energy, etc.

• FastSpeech 2 improves FastSpeech with
• more simplified training pipeline 

• higher voice quality 

• maintain the advantages of fast, robust and even 
more controllable synthesis in FastSpeech

• FastSpeech 2s
• a fully end-to-end text to wave neural model

• comparable (high) quality with FastSpeech 2
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Inference speedup——Vocoder

• Parallel WaveNet [7]
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Inference speedup——Vocoder

• GAN based model: MelGAN [15]
• Generator: Transposed conv for upsampling,  dilated conv to increase receptive field

• Discriminator: Multi-scale discrimination
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Inference speedup——Vocoder

• Flow based model: WaveGlow [11]
• Flow based transformation

• Affine Coupling Layer

• 1x1 Invertible Convolution
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Inference speedup——Vocoder

• Diffusion probabilistic model: DiffWave [31], WaveGrad [32]
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Inference speedup——Lightweight model

• WaveRNN [9]
• RNN with dual softmax layer, weight pruning, subscale prediction

• LPCNet [10]
• Combine DSP with NN, linear prediction coefficient, more lightweight model

• Multiband modeling: Multi-band WaveRNN/MelGAN [37,38]
• Subband technique

• Model compression
• Pruning, quantization, knowledge distillation, neural architecture search
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Robustness, expressiveness and controllability

• Robustness
• Attention improvement

• Duration expansion

• Expressiveness
• Over-smoothing prediction

• Prosody modeling 

• Controllability
• Duration, pitch, energy, prosody, emotion, speaker, noise

• Tag/label
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Robustness——Attention improvement

• Encoder-decoder attention: Attention between mel-spectrogram and 
phoneme
• Monotonic and diagonal 
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Robustness——Attention improvement

• Location sensitive attention [39]
• Use previous alignment to compute the next attention alignment
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Robustness——Attention improvement

• Monotonic attention [40]
• The attention position is monotonically increasing
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Robustness——Attention improvement

• Windowing [41,42]
• Only a subset of the encoding results                                           are considered at 

each decoder timestep when using the windowing technique [1] [2]

• Penalty loss for off-diagonal attention distribution [43]
• Guided attention loss with diagonal band mask
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Robustness——Attention improvement

• Multi-frame prediction [21]
• Predicting multiple, non-overlapping output frames at each decoder step

• Increase convergence speed, with a much faster (and more stable) alignment 
learned from attention

• Decoder prenet dropout/bottleneck [21,43]
• 0.5 dropout, small hidden size as bottleneck
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Robustness——Duration Prediction

• Duration prediction and expansion
• SPSS → Seq2Seq model with attention → Non-autoregressive model

• Duration → attention, no duration → duration prediction (technique renaissance!)

FastSpeech [26]

Glow-TTS [30] EATS [28]
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Expressiveness——Over-smoothness

• Over-smoothing prediction
• One to many mapping in text to speech: p(y|x) multimodal distribution

Text

multiple speech variations
(duration, pitch, sound volume, speaker, style, emotion, etc)

2021/01/24 TTS Tutorial @ ISCSLP 2021



Expressiveness——Over-smoothness

• How to solve over-smoothness 
• Simplify input-output distribution p(y|x)

• More input information: Pitch, duration, energy, speaker ID, prosody tag, etc.. 

• Simplify target: Data distillation: lossy,  Data transformation: Short Time Fourier 
Transformation (STFT), DCT, Wavelet

• More advanced loss for multimodal modeling
• L1: Laplace distribution [44,45], L2: Gaussian distribution

• Mixture of Gaussian/Laplace/Logistic: multimodal distribution 

• High-order statistics loss: high-order moment, SSIM

• Model-based loss (any distribution): classifier, discriminator in GAN 
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Expressiveness——Prosody modeling

• Prosody embedding from reference audio [47]
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Expressiveness——Prosody modeling

• Prosody embedding from reference audio [47]

• Prosody embedding from style tokens [46]
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Expressiveness——Prosody modeling

• Prosody embedding from reference audio [47]

• Prosody embedding from style tokens [46]

• Prosody embedding from different granularities
• Frame-level, phoneme-level, syllable-level, word-level, utterance-level, 

speaker-level [48,49,50,51,52]
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Expressiveness——Pre-training

• Text pre-training, e.g., BERT [53,54,55]
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Expressiveness——Long-form/paragraph

• Leverage contextual (before and after) sentences for prosody 
modeling [71]
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Controllability

• What attributes to control
• Duration, pitch, energy, prosody, emotion, speaker, noise, etc

• Control with attribute value/tag
• Train with tag as input, inference use corresponding tag to control 

• Duration value, or speed tag (slow/fast), F0/energy value, speaker embedding, 
reference audio, style tokens, emotion tag, noise tag, etc

• However, when no tag/label available, or only part available
• How to disentangle and control the attributes is challenging 
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Controllability——Semi-supervised

• VAE model [56]
• Observed: labeled attributes

• Latent: unlabeled attributes

• Partial supervision to the latent variables of VAE
• With only 1% label data, to control affect or speaking rate
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Controllability——Disentanglement

• GMVAE-Tacotron [57]
• Mixture parameters can be analyzed to understand what each component 

corresponds to, similar to GST
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Controllability——Denoising

• Disentangling correlated speaker and noise [58]
• Synthesize clean speech for noisy speakers
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Controllability——Denoising

• Disentangling correlated speaker and noise with frame-level modeling [59]
• Synthesize clean speech for noisy speakers
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Low-resource TTS

• There are 7,000+ languages in the world, but popular commercialized 
speech services only support dozens of languages

• There is strong business demand to support more languages in TTS. 
However, the data collection cost is high.
• For TTS, the minimum data labeling cost for one language: ¥ 1 million 

Azure Speech Service: TTS Azure Speech Service: ASR Windows World

#languages 50+ 40+ 200+ 7000+
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Low-resource TTS

• Techniques for low-resource TTS
• Cross-lingual pre-training, paired data [61,72]

• Mono-lingual pre-training, unpaired text or speech [62,63,69] 

• TTS →ASR, Speech Chain, Dual Learning, Cycle Consistency [60,61,64,65]
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Low-resource TTS——LRSpeech [61]

• Step 1: Language transfer
• Human languages share similar pronunciations; Rich-resource language data is “free’’

• Step 2: TTS and ASR help with each other
• Leverage the task duality with unpaired speech and text data 

• Step 3: Customization for product deployment with knowledge distillation 
• Better accuracy by data knowledge distillation
• Customize multi-speaker TTS to a target-speaker TTS, and to small model
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Low-resource TTS——LRSpeech

• Results

• Data cost

Language Intelligibility Rate (IR) Mean Opinion Score (MOS)

English 98.08 3.57

Lithuanian 98.60 3.65

LRSpeech achieves high IR score (>98%) 
and MOS score (>3.5) 

100x data cost reduction compared to previous works LRSpeech
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Low-resource TTS——LRSpeech

• Product deployment
• LRSpeech has been deployed in Microsoft Azure Text to Speech service 

• Extend 5 new low-resource languages for TTS: Irish, Lithuanian, Latvian, 
Estonian, Maltese

https://techcommunity.microsoft.com/t5/azure-ai/neural-text-to-speech-previews-five-new-languages-with/ba-p/19076042021/01/24 TTS Tutorial @ ISCSLP 2021
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From research to product

• Difference between research and product deployment

• More difficult to solve a product problem than publish a paper
• Maybe just need 3 months to rush a good paper, but takes 1 year to ship it 

into product
• However, research has great value and is irreplaceable 
• We just need to take practical usage into consideration during research

Research Product

Non-trivial and useful:
Novelty, deep investigation on non-trivial solutions 

Practically useful:
Even if not novel or non-trivial

Advantages in principle and in experiment results 99.99% usability, but not cherry-pick good cases

Story driven Practical deployment
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From research to product——Custom voice

• Background
• Custom Voice is an important service in text to speech 

• Microsoft Azure: https://speech.microsoft.com/customvoice

• Amazon AWS: https://aws.amazon.com/polly/

• Google Cloud: https://cloud.google.com/text-to-speech/custom-voice/docs

• The scenario is to support TTS for the voice of any user/customer
• User need record their voice with few sentences using their own devices

• Upload to speech service for voice adaption  

• Speech service provide a custom model and serve for this voice
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From research to product——Custom voice

• Challenges
• To support diverse customers, the adaptation model needs to handle diverse 

acoustic conditions which are very different from source speech data 

• To support many customers, the adaptation parameters need to be small 
enough for each target speaker to reduce memory usage while maintaining 
high voice quality

• e.g., each user/voice with 100MB, 1M users, total memory storage = 100PB!

• However, related works [66,67,68]
• Too many adaptation parameters 

• Poor adaptation quality with few parameters 

• Only consider source and adaptation data are in the same domain
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From research to product——Custom voice

• AdaSpeech [52]
• Pre-training; Fine-tuning; Inference

• Built on popular non-autoregressive TTS model, FastSpeech

• Acoustic condition modeling
• Model diverse acoustic conditions at speaker/utterance/phoneme level

• Conditional layer normalization
• To fine-tune as small parameters as possible while ensuring the 

adaptation quality

• Consider adaptation data is different from source data
• More challenging but close to product scenario
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From research to product——Custom voice

1. vs Baseline (spk emb), AdaSpeech achieves better MOS and SMOS with similar parameters 
2. vs Baseline (decoder), AdaSpeech achieves on par MOS and SMOS with much smaller adaptation parameters
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From research to product

• Improve intelligibility, naturalness, robustness, expressiveness, controllability
• Maybe not fully end-to-end, but need to be accurate, text normalization, grapheme-to-

phoneme conversion are necessary
• Avoid bad cases such as glitches, hoarseness, metallic noise, jitter, pitch break, etc
• Long-form/paragraph/narrative reading with emotion

• Reduce development cost
• A universal multi-lingual/multi-speaker/multi-style TTS model, and fine-tune to any 

product scenarios
• Small latency, memory, computation for deployment, especially in edge devices
• Data efficiency, high quality with few data

• Extended product scenarios 
• Singing voice synthesis
• Talking face synthesis
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Summary

• TTS technology evolves from concatenative synthesis, statistical 
parametric synthesis, and neural based end-to-end synthesis 

• Mainstream TTS model uses separate acoustic model and vocoder, but 
fully end-to-end TTS model is on the way

• Improving the quality while reducing the cost is always the goal of TTS 
• Quality: Intelligibility, naturalness, robustness, expressiveness and controllability

• Cost: Engineering cost (end-to-end), serving cost (inference speedup), data cost 
(low resource)

• Research is the engine for TTS improvement, at the same time the engine 
should take practical usage into consideration
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Thank You!

Xu Tan
Senior Researcher @ Microsoft Research Asia

xuta@microsoft.com

https://www.microsoft.com/en-us/research/people/xuta/
https://speechresearch.github.io/
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Our research on speech
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