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Self-introduction

e Xu Tan (1&7E)
e Senior Researcher @ Machine Learning Group, Microsoft Research Asia

» Research interests: deep learning and its applications on NLP/Speech/Music
* Music understanding and generation

Text to speech

Automatic speech recognition

Neural machine translation

Language/speech pre-training

o Homepage: https://www.microsoft.com/en-us/research/people/xuta/, https://tan-xu.github.io

. Google scholar: https://scholar.google.com/citations?user=tob-U10AAAA]

* Al music project page: https://www.microsoft.com/en-us/research/project/ai-music/
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Our research project on Al music: Muzic
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Outline

e Background
* Music Basics

* Al Techniques for Music Composition

* Key Components in Al Music Composition
* Music Score Generation

* Music Sound Generation

* Advanced Topics in Al Music Composition
* Music Structure/Form Modeling
* Music Style/Emotion Modeling

* Music Transfer/Control

* Challenges and Future Directions



Music basics——Music theory

* Note: pitch, duration, velocity
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Music basics——Music theory

* Note: pitch, duration, velocity
* Pitch range of different musical instruments
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Ranges of musical instruments and human voices
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Music basics——Music theory

* Note: pitch, duration, velocity
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Music basics——Music theory

* Rhythm: beat, bar, time signature (e.g., 4/4), tempo (120 beats per minute)

1st bar 2nd bar
' A N A N _
0— = —4
—%yv(’ o o & ® o o o = 1
Beat T T T T T T T T o
humber: 1 2 3 4 1 2 3 4
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Music basics——Music theory

* Interval/Chord

e Octave, twelve-tone equal temperament
* CDEFGABG(C,0123456789101112
* C major, full/full/half/full/full/full/half

* Harmony between two notes
* Totally consonant: prime, octave (C-C)
* Consonant: perfect fourth, perfect fifth (C-F, C-G) 19/#4
* Incomplete consonant: major/minor third/sixth
* Dissonant: major/minor second/seventh,

VAN

W
o~

Db b b
augmented forth, diminished fifth 2 - - B
e Chord < %
* C:CEG :
A A C E ED[s’i ?\g A
e Am: A, C,
* CDMEmFGAmM B- i & & b ¥ 5 ¢
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Music basics——Music theory

* Harmony

* Tonic chord (T): C chord
Dominant chord (D): G chord
Secondary Dominant (S): F chord

Cadence (in analogy with comma, period)

» Stable/unstable cadence
* Half cadence: T-D, S-D, full cadence: D-T, S-D-T
* C major, begin with C, end with G (half sentence), end with G-C (full sentence)

Chord progression
* 1(C) 6(Am) 4(F) 5(G)
* 4(F) 5(G) 3(Em) 6(Am) 2(Dm) 5(G) 1(C)

« 1(C) 5(G) 6(Am) 3(Em) 4(F) 1(C) 2(Dm) 5(G) (Canon chords) I A I
opening, developing, changing and concluding
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Music basics——Representation

e Audio domain 4

 Waveform o
0

* chromatogram

S
e o

* Spectrogram
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Music basics——Representation

* Symbolic domain

* Piano-roll

e MIDI: Musical Instrument Digital Interface

Al

128 NOTE-ON events: one for each of the 128 MIDI pitches. Each one

starts a new note.

128 NOTE-OFF events: one for each of the 128 MIDI pitches. Each

one releases a note.

125 TIME-SHIFT events: each one moves the time step forward by

increments of 8 ms up to 1 second.

32 VELOCITY events: each one changes the velocity applied to all

subsequent notes (until the next velocity event).

2021/10/24

SET-VELOCITY<31>
NOTE-ON<C4>
TIME-SHIFT<640ms>
NOTE-OFF<C4>
TIME-SHIFT<24ms>
SET-VELOCITY<25>
NOTE-ON<F3>

SET-VELOCITY<31>
NOTE-ON<C4>
TIME-SHIFT<640ms>
NOTE-OFF<C4>
TIME-SHIFT<24ms>
SET-VELOCITY<25>
NOTE-ON<F3>

SET-VELOCITY<31>
NOTE-ON<C4>
TIME-SHIFT<640ms>
NOTE-OFF<C4>
TIME-SHIFT<24ms>
SET-VELOCITY<25>
NOTE-ON<F3>
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SET-VELOCITY<31>
NOTE-ON<C4>
TIME-SHIFT<640ms>
NOTE-OFF<C4>
TIME-SHIFT<24ms>
SET-VELOCITY<25>
NOTE-ON<F3>

SET-VELOCITY<31>
NOTE-ON<C4>
TIME-SHIFT<640ms>
NOTE-OFF<C4>
TIME-SHIFT<24ms>
SET-VELOCITY<25>
NOTE-ON<F3>
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Music basics——Music type

Melody: Single-voice monophonic melody

Polyphony: Single-voice polyphony
* piano or guitar

* Multivoice polyphony

* Chorale: soprano, alto, tenor and bass

Accompaniment
 Harmony, chord progression, drum, bass, guitar, keyboard

* Music plus
* Lyrics/singing (song, most popular)
» Text/speaking (rap, reading)
* Movie, game, dance
* Religion, labor, wedding and funeral



Music basics——History

* Music is the universal language of mankind
—— American Poet: Henry Wadsworth Longfellow, 200 years ago

* Music exists in every civilization

* Music may be invented in Africa, 55K years ago
* Some old musical instruments in China
* Jiahu bone flute, 9000 years ago, heptachord

 Why music is born?
* Hunting, labor, witchcraft, imitation, game, expression of emotion, etc
e e.g., harp 2 hunting with bow?

2021/10/24 Al Music Composition @ ACM MM 2021 15



Music basics——History (western)

* Ancient Greek/Rome (12t BC -- 476)
* Music (Muse), Rhythm, Melody, Harmony, Polyphony, Symphony

* Middle Ages (476 -- 1460)

* Religious music

* Renaissance (1430 -- 1600)
* Against empirical philosophy, advocate individuality and freedom

* Baroque (1600 -- 1750)
* Gorgeous and passionate. Bach

* Classicism (1750 -- 1820)
* Rules and order, universal truth, Haydn, Mozart, Beethoven.

* Romanticism (1820 -- 1910)
* Love for nature, new and original, exoticism

* Modern (19t -- 1950s)
* Complex and changing international environment, technology

e Contemporary (1950s -- now)

2021/ %0,&lectronic/Computer/Al music Al Music Composition @ ACM MM 2021




Music basics——History (20th century)

Music Timeline | At . 'FAQ
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Music basics——Computational music

* Discipline: Technology & Music

* Technology: Acoustics, Audio Signal Processing, Artificial Intelligence, Human-Machine Interaction
e Music: Composition (melody, rhythm, harmony, form, polyphony, orchestrate), Music Production,
Sound Design, Instrumental Playing
* Technique

* Sound/Music Signal Processing (analysis/transformation/synthesis): Spectrum analysis, amplitude
modulation, frequency modulation filtering, transcoding compression, sampling, mixing, denoising
and modulation

* Music Understanding: Music transcription, melody extraction, rhythm analysis, chord recognition,
audio detection, genre classification, sentiment analysis, singer recognition, singing evaluation,
singing separation, etc

* Music Generation: melody generation, arrangement, music production, sound design, etc



Music basics——Computational music

* Organization and research institute

* Organization/Conference: ISMIR, NIME, CSMT, ACM Multimedia, ICASSP, TASLP, Al Conferences, etc.

* Research Lab: C4DM (Queen Mary University of London), LabROSA (Columbia University), Music Al

Lab (Academia Sinica), CCRMA (Stanford University), CMG (CMU), IRCAM (Pairs), MTG (Barcelona),
CCOM (Central Conservatory Of Music), etc.

* Industry: Microsoft Muzic, Xiaolce, Google Magenta, OpenAl, Tencent, NetEase, TikTok, Kuaishou,
etc.



Outline

* Al Techniques for Music Composition



Al techniques for music composition

* Machine learning paradigm
e Supervised learning: learn from large amount of supervised data
* Reinforcement learning: learn from reward
* Unsupervised/Self-supervised learning: design task to learn from the data itself
* Multitask/transfer learning: learn from different tasks to help target task



Al techniques for music composition

e Model structure

* DNN: dense connection
; Py
* RNN: sequential modeling = [AP{A{Af——(A]
L 6 & &
* CNN: local interaction [ g
* - S5—UIT ‘boat (0.94)
JEEENN-
5 B :_g% » 4 5§ & a
EZzesz FapizZ £.538f g8 ¥&
. . . | 17X |
» Self-attention: global interaction //
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Al techniques for music composition

* Model structure comparison
* Information exchange: self-attention > CNN > RNN
* Computation complexity: self-attention > CNN > RNN (when n is large)

Layer Type Complexity per Layer  Sequential ~Maximum Path Length
Operations

Self-Attention O(n? - d) O(1) O(1)

Recurrent O(n - d?) O(n) O(n)

Convolutional O(k-n-d?) O(1) O(logk(n))

* Model structure used in music composition
* Symbolic domain: MelodyRNN (RNN) = MidiNet (CNN) = Music Transformer (self-attention)
* Audio domain: SampleRNN/Tacotron (RNN) = WaveNet/DeepVoice (CNN) = FastSpeech (self-attention)



Al techniques for music composition

* Sequence generation model T e

Softmax E

e Decoder or encoder-attention-decoder (e e e o

, Decoderi
* Model structure can be RNN/CNN/self-attention S S

* Sequence generation task in music composition o vt 1o ot
 Melody generation

Song writing (lyric to melody)

Accompaniment generation (melody to accompaniment)

Sound rendering (score to sound)

Singing voice synthesis (lyric+score to singing voice)



Al techniques for music composition

* Generative models
* Autoregressive generation

» Condition on last music token/frame, generate token/frame one by one
* Teacher forcing in training, autoregressive decoding in inference

* GAN

* Generator to generate a music sequence, discriminator to judge true or false

* On audio domain, gradient can be easily back-propagated from discriminator to generator

e On symbolic domain, usually use policy-gradient or gumble softmax or straight-through to backprogate gtadient
* VAE

* Self-reconstruction, with prior distribution as regularization.

» Posterior encoder P(z|x), decoder g(x|z), prior regularization KL(z|N(O, 1))

* In generation, sample z from N(0,1 ), and g(x|z)

e Disentangle, control, transfer

* Flow/Diffusion model

Flow: map between data distribution x and standard (normalizing) prior distribution z with invertible transformation
» Diffusion model: diffusion/forward process (x—=>z), denoising/backward process (z2>x)



Outline

* Key Components in Al Music Composition
* Music Score Generation

* Music Sound Generation



Music composition pipeline

* From the perspective of pure music
. [Score Generation = Performance Generation]%[Sound Generation]

Composer Performer Instrument Listener
_faSs - s A
m b4 A

Music Score Music Perforrhance Music Sound
* From the perspective of music+song

. | Song Writing (Lyric/Melody) = Accomganiment/Arrangement]9[Singing Voice Synthesis /]
Instrumental Sound Generation = Sound Mixing

e Unify the pipeline together
* Music score generation (symbolic domain) € text generation

e Music sound generation (audio domain) < speech generation

2021/10/24 Al Music Composition @ ACM MM 2021
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Music score generation

* Melody generation

* Melody generation

* Polyphony generation

* Multi-track generation

* Expressive melody generation (performance generation)
* Song writing

* Lyric generation

e Lyric-to-melody generation

* Melody-to-lyric generation

 Accompaniment and arrangement generation
* Melody-to-accompaniment generation



Melody generation——Key challenges

* Music sequence is not as simple as text, highly complex and structured
* How to encode symbolic music with good representation?

* Music sequence is extremely long and has strong repeating patterns
 How to model the long-term dependency to capture the overall music structrue?

* Multitrack/polyphony music has strong interdependency among tracks
* How to model the dependency among tracks?

* Music score relies on performance features for expressive music sound generation
 How to generate expressive score sequence?



Melody generation——How to encode symbolic music

* Pianoroll
* Advantages: intuitional

* Disadvantages: too dense, cannot distinguish
between a long note and a repeated short note

Wl

* MIDI: Musical Instrument Digital Interface
* Advantages: event-based, concise

* Disadvantages: cannot explicitly express the concepts of quarter note, eighth notes, or rests (metrical structure),
cannot effectively represent multiple notes being played at once, note-off can be mispredicted, note duration

i
2021/10/24 =
B

need to be calculated

128 NOTE-ON events: one for each of the 128 MIDI pitches. Each one
starts a new note.

128 NOTE-OFF events: one for each of the 128 MIDI pitches. Each
one releases a note.

125 TIME-SHIFT events: each one moves the time step forward by
increments of 8 ms up to 1 second.

SET-VELOCITY<31>
NOTE-ON<C4>
TIME-SHIFT<640ms>
NOTE-OFF<C4>
TIME-SHIFT<24ms>

SET-VELOCITY<31>
NOTE-ON<C4>
TIME-SHIFT<640ms>
NOTE-OFF<C4>
TIME-SHIFT<24ms>

32 VELOCITY events: each one changes the velocity applied to all SET-VELOCITY<25> SET-VELOCITY<25>
subsequent notes (until the next velocity event). NOTE-ON<F3> NOTE-ON<F3>
o SET-VELOCITY<31> SET-VELOCITY<31> SET-VELOCITY<31>

NOTE-ON<C4>
TIME-SHIFT<640ms>
NOTE-OFF<C4>

==

TIME-SHIFT<24ms>

SET-VELOCITY<25>
NOTE-ON<F3>

NOTE-ON<C4>
TIME-SHIFT<640ms>
NOTE-OFF<C4>
TIME-SHIFT<24ms>
SET-VELOCITY<25>
NOTE-ON<F3>

NOTE-ON<C4>
TIME-SHIFT<640ms>
NOTE-OFF<C4>
TIME-SHIFT<24ms>

SET-VELOCITY<25>
NOTE-ON<F3>



Melody generation——How to encode symbolic music

 REMI (Pop Music Transformer [9])

* Advantages: represent beat-bar-phrase hierarchical structure
* Disadvantages: long sequence

= =

Bar, Position (1/16), Chord (C major),
Position (1/16), Tempo Class [mid),
Tempo Value (10), Position (1/16),
Note Velocity (16), Note On (60),
Note Duration (4), Position (5/16),

Tempo Value (12), Position (9/16),
Note Velocity (14), Note On (67),

Note Duration (8), Bar

| MIDI-like [30] ~ REMI (this paper)

Note onset NoTe-ON NoTe-ON
(0-127) (0-127)
Note offset NoTE-OFF NoTE DURATION
(0-127) (32th note multiples; 1-64)
TIME-SHIFT PosriTioN (16 bins; 1-16
Time grid (16 bins; )

(10-1000ms) & BAR (1)

Tempo changes | X

TemPO
(30-209 BPM)

CHORD
Chord X (60 types)

* MuMIDI (PopMAG [41]) sar Emiecings (NI (DO (DD DD D 0 2 0 I O . R R

. . + + + + + + + + + + + + +
* Encode multitrack music rostionembeddings [ 0 | [ 2 | [ & [ & |[ & | & | [ [ |[ o &l [e]|[o]

+ + + +
Meta Embeddings lTempo;,‘ ‘Tempoh‘ lTempoh‘ ‘Tempah‘ ‘Tempa;,l \Tempah‘ \Tempoh‘ ‘Tempah‘ ‘Tempah‘ \Tempoh‘ ‘Tempah‘ ‘Te‘mpa,,‘ ‘Tempoh‘
| Bar | | Pos; | |Chﬂ]'dc| ITrﬂpgm| |Pitchﬁn| |Pit[:h57| tl'rﬂm,n‘ ‘Drum52| | Posg | h'rapm,m| ‘Pitchsn‘ lPEtr:hwl | Bar |
+
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Token Embeddings

+ + + +
2

Timestep 1 2

3 4

+ +
5 6

+ + +
[our, | [ puny |
8

7 9 10 11 37 38



Melody generation——How to encode symbolic music

e CP (Compound Word Transformer [13])

e Group into metric and note type
shorten the sequence length

@)
=
)
=
=8
o=
o

g &
g1l e
| &
= =
——
ol
=l IR=
— =
b= =~
2|l =
cle
=H[R=:
—_———
— =
Z =
= =
L) (2]
= RS

[ U }[uoumnq][&uaolaj\]

Time (T =6)

e OctupleMIDI (MusicBERT [45])

* Group all tokens (Bar, TimeSig, Pos, Tempo, Piano, Pitch,
Duration, Velocity) together
* Full representation, better for understanding
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Time (T =6)

E R R Y

+ + + + + +
[ BPMIZO ] [ BPM120 ] [ BPMlZD ] [ BPMZLZS ] [ BPM130 ] [ BPM13O ]
+ + + T T +

Bar, Bar, Bar, Bar Bar, Bar;
+ + + + + +
Pos, Pos, Pos, Pos,g Pos, Pos,

+ + + + + +
In5t+pian0 InStpiano |n5t+guitar Ins%uitar |nStpiano lnSE_guitar
[ Pitchy, | [ Pitchg, | [ Pitchg | [ Pitchg, | [ Pitchy, | [ Pitchgs |

+ T T +

[ Durg, ] [ DU+r64 ] [ Dur,s ] [ Durs, ] [ Dur,e ] [ Dl{trls ]

(velg ) (velp ) (el ) (vely ) (velg ) (vel )

1 2 3 4 5 6



Melody generation——How to model long-term dependency

* More context into consideration: MelodyRNN [46]
* Lookback RNN and Attention RNN

* Hierachical modeling: MusicVAE [38]

Ab
i
£ f Input A5
% llll II.. llllll "revender wasd l.ll .lll llllllll b
-------------- Encoder A4 spopoEEggEERERRERNRODOOOOEERRRERBRRDEODEORERRRRNRRBORODOONRRREED R ENENN]
i AS llllll TIAAANTIITIAR AR R R L T Y LA T AAAI IR ITIIA A AL R N
Latent
Code A6
1
o ‘l“ lllllll _ 'SR amm
T [1}] AS l-l- L] .. " ‘-I LN I_ IIII.'.'.'.. Illl%l [—=]
Conductor 45' [ T1T] L E———nnn E=—msse -
| Z na
] A3
Decoder Ab —
A5 _“- — —
Ad
A3
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Time (bars)
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Melody generation——How to model long-term dependency

* Relative position embedding: Music Transformer [2]
* First apply Transformer to model long sequence in music
 Efficient relative position to model relative timing between notes

Previous work: R ; d
.. A

Forevery({, /)

pair, 4

gather = j 1 i Multiply by @

fromE" g
Relative m{

embeddings ; ‘ .
r » .
B d Our work: QE r Srel YA
-L+1 Directly
mute by S Pad Reshape Slice

r - r; - > >

(0]

* Transformer-XL [47]: Pop Music Transformer [9], POpMAG [41]
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2021/10/24 34
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Melody generation——How to model inter-track dependency

* MuseGAN [3]

* Jamming model
 Composer model
i HYbrId mOdel (a) Jamming model (b) Composer model

I
HHLE - real/fake
- G Gi(z,2)

(c) Hybrid model

v

 PopMAG [41]: multitrack encoded mto a smgle sequence

Bar Embeddings Bl

+ +
posionevosgs [0 IIP HP I\P I\P IIP HP HP HP HP HP | |P | o
+ + +
Meta Embeddings ‘Tempah| |Tem;uahJ [Tem;uoh| ‘TETJ’IFO},| ‘Tempap,l lTempah‘ lTempuh‘ ‘Tmpap,‘ ‘Tempoh‘ [Tempoh‘ ‘Tempah‘ |Tevnpa;,‘ |TempunJ
+ + + + + + + + + + + + +
| Bar | | Posy | |C)wrd5| b‘rﬂmm| ‘Pitrhml |Pirchﬁ7| ITra,m,m‘ ‘Dru-msz| | Paosg | |Trﬂpmm,| ‘Pitch(,n‘ IPitch‘q} | Bar |

+ + + +
Token Embeddings ‘ Velsg | | Velyg | ‘ Velzp | - -
+ + + +
__L B m =)
4 5 8 9 10 37 38

Timestep 1

e XiaoiceBand [40]: separate decoder with shared latent

Instrument 1
Rhythm Encode ” ” ’-.’
Rhythm Input 70,1

Instrument 2

Melody Encode >
Melody Input  mg7y md%s m.

Cell
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Instrument 3
Chord GRU
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Melody generation——How to generate expressive score

* Performance features
* Tempo: global or local tempo
* Expressive timing: Swing in Jazz
 Articulation: slur, trill, legato, staccato, stress, tenuto
* Dynamics: velocity or volume {ppp, pp. . f. If. fff}

* Research works
* PianoFiguring [36]
* Extract performance features from music score and performance data [7]
* Represent music score using graph, and render expressive piano performance from music score [8]

0 . e

fes € : s .{
~ 4ot
eJ ) -

[4) gt et - .

87'( ) am I_ﬂf 1 —_| T
(H o e ,—J—Jgo &
e) o - & r

next voice slur
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Music score generation

* Song writing
* Lyric generation
e Lyric-to-melody generation
* Melody-to-lyric generation



Song writing——Key challenges

* Lyric generation

e Format/Rhyme modeling
* Theme/topic modeling

* Lyric-to-melody and melody-to-lyric generation
* Alignment modeling

* Style/emotion modeling

2021/10/24

rest G3E4 D4 C4 B3 C4

rest

E4 D4 C4 B3 C4

Melody :
) ?. - I é | ; I
— 1 1
- -
Lyric : Another day hasgone I'mstillall  alone

Paired Aligned Data :
Another day  has gone

Lyric
Pitch R

Duration i
16

G3 E4 D4 (C4 B3

c4

= = =

still alone
E4 C4 B3 c4
1 3 1 5
8 16 16 16

38



Song writing——Lyric generation

e Format control os| i & ifr is g|e i1 6 |8

e Lyric syllables depend on melody rhythm [48] 4k B/ &K%/ WA/ %K, &%/ HKA/L %

(You ask me how deep I love you, how much I love you.)
e Control the number of words in a sentence [49]

love is not love , (/s) C = {co, o, co,C2,¢1,(/5)
bends with the remover to remove . (/s) (eos) co, €0, €0, €0, €0, C2, C1, {/8), (e0s)}

* Rhyme modeling [50] ouput () () o) (5] (T ) () (3 ) ) () (o) () (o) ) (“ ) (% (o)

o Rhyme em bedding E E]ﬁl“l;?ddmgs ‘F|sum|| | Fang ‘ ‘ Fang ‘ |F|BEAT|| ‘ Fnu | ‘ Fai ‘ |F|BEAT|‘ | Fn ‘ |F[SEP]‘ ‘ Fang ‘ ‘F|BEAT|‘ | Fang | | Fe | ‘F|BEAT|| ‘ ang | ‘ Fan ‘ |F|SEP]“E
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* Right-to-left modeling Posiional [Rywa] [ Ro | [ R | [Rue] [ R ] [ R | (R [ Re | [Reser] [ Ro | [Rewer] [ Ri | [ Ro | Rewae] [ Ro | [ Re | [Riar]
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2021/10/24 @ rhyme representations Lyrics: ﬁ?_ﬁ;l;@% FEs @%}‘_ﬁ (I looked up. The sky is vast.)




Song writing——Lyric generation

* Theme/topic modeling [51]

Collaborative Revision Module

,’I Keywords: plane, blue sky \‘, __________________________________________

! - 1 - . 1 l’ ‘l

i Plain Text: There is a plane in the blue sky. 1 ! ‘ Automatic Reference Recommendation ' P -.

— em— ] I - -
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Extract Lemmmmmmmm e L ------------ . I x T T T T
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Song writing——Lyric-melody generation

* The characteristic of the task
* Lack of paired melody and lyric data

* The connection between melody and lyric is weak
* Unlike other tasks: Automatic Speech Recognition, Text to Speech, Neural Machine Translation
* Needs large amount of paired data
* Or motivate us to find connections from other aspects

* How to model the alignment (weakly coupled, but strictly aligned)
e Learning from training data
* Music knowledge: rhythm/structure/template



Song writing——Lyric-melody generation

* Alignment modeling

* Predict how many syllable in predicting word, to decide how many notes to use (melody to lyric) [43]
* Decide if switch to next word when predicting notes (lyric to melody) [44]

Wi—2
Outputfha-shi-ri

Mie_0-3] Y, ]

R -

1 T T
I —

P | oy L00sd i) M)

..
-

ha- shi- 11

ha- shi- ri|| sa-ru
(run) (run) (away)
Wi—2 We—2 Wi
Context Melody Vector
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Song writing——Lyric-melody generation

ooy o =3 N = e e e
TN TN I ENENT N TV

* Alignment modeling ! -& [ [ ]
* Derived from attention [42] Jou TEPEEER H
like | | | | | | 015

the

flowers

* In training, use attention mask to encourage attention learning

© 5 I o,
ST TITE T S S5 $3 T80 S5 e Y523 S2 &
Another
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all
alone

[SEP]
How .
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this
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Song writing——Lyric-melody generation

* Alignment modeling
e Use template and rule: TeleMelody [52]
* Lyric 2 Template > Melody
* Lyric 2 Template: learned based on supervised data
e Template = Melody: self-supervised learning from music data

M[ Lyric-to-Template Module]Tem—plate{ T T i vclody

[ [ Rhythm Pattern] Heanpls [ Cadence ] [Chord Progression]} Melody[ "'(ith[ Bar ][ Position ] Pitch [Duration )(i+1th[ Bar ] [ Position ] ]

[ Lyric-toRhythm } [Punctuation—to—Cadence] /7K \
Model Mapping omptote| (Tontty ] - (#Chora ] Riywnpaern ] (Codence ) |
A

Chinese classic poetry: { &)
FIRARE, LARFE, ZRAWE, EEMEZD,




Music score generation

 Accompaniment and arrangement generation
* Melody-to-accompaniment generation



Melody-to-accompaniment generation

* Melody (Chord) = Drum, Bass, Guitar, Piano, String

e Use methods from multi-track generation

* Melody-to-accompaniment generation ﬂ
* Ensure the harmony between tracks I (o

e MuseGAN [39]

* Jamming model
: b) Composer model
e Composer model (a) Jamming model (b) Comp (@) Hybrid model

* Hybrid model




Melody-to-accompaniment generation

e XiaoiceBand [5]
e Separate decoder with shared latent

Instrument 1

Rhythm Encoder

Rhythm Input  rgy r4s rdy, Instrument 2

Cell Cell

Melody Encoder e
Melody Input mo i mu 9 mOJ

/ f
Chord GRU
Chord Input  C1 C2 Cg
Melody Decoder
 PopMAG [6]

* Multitrack encoded into a single sequence

Instrument 3

ANYr
o
000

ST
N
G000

Instrument T

0000

Bar Embeddings By By By By By By By By By By By B, B,
¥
resiion Emiecaings [N EDE I O L Il B B B B R R EE
Meta Embeddings ‘Tempop,‘ |Tempuh| lTempuh‘ |Tempup,‘ |Tempop,| lTempuh‘ |Tempuh‘ |Tempup,‘ |Tempoh| lTempuh‘ |Tempuh‘ |Tempu;,‘ |Tempoh‘
+ + + + + + + + + . +
| Bar ‘ | Paos; | |Chordc‘ h‘rﬂplmﬂ‘ |Pitchm| |.Pitchﬁ7| Irmm,,.\ |Dmmsz| | Posg | |Trr1p,a,,,,‘ |Pitchﬁn‘ lPitchg] | Bar |

+ + + + +
+ + + + +

Bar: <Bar> token, Position: 32 position (1/32), Chord: 12 chord root * 7 types = 84 chords
Track: Lead, Chord, Drum, Bass, Guitar, Piano, String, Note: Pitch, Duration, Velocity

Melody Melody+Accompaniment
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Music arrangement

* Horizonal axis (time): music form, chord progression

* Vertical axis (harmony): texture (Melody, Harmony, Base, Rhythm, Noise)

Melody Sequence Syncopation Strengthen  Slow
Harmony Guitar Guitar Piano

Base Bass

Rhythm Drum

Noise Sea Wave
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Outline

* Key Components in Al Music Composition

* Music Sound Generation



Music sound generation

e Similar to speech synthesis

* Unconditional music audio synthesis = Unconditional speech synthesis

* Score-to-audio synthesis = Pitch/duration-to-speech synthesis

* Singing voice synthesis (Lyric/score-to-singing synthesis) = Text-to-speech synthesis
* Instrumental sound synthesis

 WaveNet [14], SampleRNN [23]

* SING [16], SynthNet [17], GAE [22], DDSP [53]
* GANSynth [18], WaveGAN [19], TiFGAN [21], DrumGAN [20]

* Singing voice synthesis

« DNN based [24,25,26], WaveNet based [27,28], LSTM based [29], GAN based [31,32,34]
e XiaoiceSing [30], ByteSing [33], HiFiSinger [35]



Music sound generation——WaveNet [14]

* Audio waveform generation one by one autoregressively
* Causal CNN with dilation to enlarge the receptive field

Quput @ @ © © 9 09 O 00000 OCOOO® O

Hidden
Layer

Hidden
Layer

Hidden
Layer

nmnt @ © O 0000000000000
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Music sound generation——GANSynth [18]

* Generate magnitude and phase, and generate waveform through iSTFT

* Model instantaneous frequency can better model phase
* Model mel-spectrogram instead of spectrogram

e aaaan

Phase B — | T o
Unwrapped ‘—‘—‘—l—‘—‘—‘— 0
Phase 2T
Instantaneous T
Frequency T
Log Magnitude Phase Unwrapped Phase Instantaneous Frequency
»

Frequency
Frequency
Frequency

Time Time Time Time
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Music sound generation——DDSP [53]

* Integrate classic signal processing elements with deep learning methods
e Strong inductive biases & expressive power of neural networks
e Pitch/loudness control, timbre transfer, etc

T

Harmonic
— FO —_— K
Audio

—» Encoder

Target \ Synthesized
Audio Reverb Audio

4 s 4

]

[}

— zZ — Decoder + - —> g

MWW““" " &

W Filtered Fundamental Frequency Amplitude Harmonic Distribution
Noise
—_
> Loudness — M\\r

Multi-Scale Spectrogram Loss
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Singing voice synthesis

* Lyric + melody = singing voice

* Input representation

2021/10/24

Character

Phoneme

Pitch
MIDI ID

Duration

Duration in seconds (.25

Duration in #frames
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Singing voice synthesis——HiFiSinger [35]

* Model 48KHz sampling rate for hifidelity singing voice synthesis

* Challenges of 48KHz

» 48KHz vs 24KHz, wide frequency cause challenges to acoustic model
e 48KHz, 1s has 48000 waveform points, cause challenges to vocoder

807

[ =5 60—
-+ 40—

+ 20—

~

—_hish o1/ Fake

frequency

mid
Helncy Real / Fake

[ _low o)/ Fake

OJ

frequency

Mel-spectrogram

U ——
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(b) sub-frequency GAN (SF-GAN)

e

Real/ Real/ Real/ Real/
Fake Fake Fake Fake

(c) multi-length GAN (ML-GAN)
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Outline

* Advanced Topics in Al Music Composition
* Music Structure/Form Modeling
* Music Style/Emotion Modeling

* Music Transfer/Control



Music structure/form modeling

* Music structure, repeat pattern, music form
* A, AB, ABA
Rondo: ABACAD
Variation: A+A1+A2+A3+A4
Sonata: exposition, development, recapitulation
Verse-Chorus: intro+versel+verse2+chorus+verse2+chorus+solo+chorus+outro

* Generate whole song requires structure/form modeling. However, modeling music
structure/form is complicated
e Require large amount of label data
* Or learn structure from scratch without labeling



Music structure/form modeling

e Label structure data

* By human
* By algorithm/rule: Pop909 [54]

* Learn from scratch without labeling
 PopMNet [55], MELONS [56]
» High-level structure such as verse/chorus (phrase/section level) may be difficult to learn
* Low-level structure such as relation between bars (bar level) are easier to learn
* Repetition, development, and cadence



Music structure/form modeling——MusicBERT [45]

e Dataset construction: Million MIDI Dataset (MMD)

* Crawled from various MIDI and sheet music websites
* 1.5 million songs after deduplication and cleaning (10x larger than LMD)

Dataset Songs Notes (Millions)
MAESTRO 1,184 6
GiantMIDI-Piano | 10,854 39

LMD 148,403 535

MMD 1,524,557 2,075

* Data representation: OctupleMIDI
* Compound token: (Bar_1, TimeSig_4/4, Pos_35, Tempo_120, Piano, Pitch_64, Dur_12, Vel 38)
e Supports changing tempo and time signature
e Shorter length compared to REMI and MuMIDI in PopMAG



Music structure/form modeling——MusicBERT

* OctupleMIDI representation

Octuple mask

Bar-level mask
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(c) REMI-Like encoding.

Encoding
Tokens

OctupleMIDI

CP-Tike
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Music structure/form modeling——MusicBERT

e Model structure

Positional "
encoding g

[ Linear ]
y Classifiers
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Embeddings Hidd .
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of elements s T | T | BT
0 OO RSSO T ................. i S . Transformer
ol = 2 encoder
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token | |i= = c Z EE musical notes % I % J (e |
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Music structure/form modeling——MELONS [s6]

* Repetition, development, and cadence

Harmonious cadence Rhythmic sequence
J = 80 of 3rd bar of 2nd bar
/] - o r y a0 : - -
> . ~ — C o
S = ! = — )f o0 |2 et
i 7
Repetition of 1st bar Transposition of 5th bar Melody progression of 7th bar ~ Rest of 16th bar
9 10 11 12 13 14 15 16 17
[a) | | "' P | |
> P — - i w P ! -
Gy e T2l %% eyt | 2L R v S P
o | I / I —
Surround progression of 15th bar Pitch progression of 14th bar
18 o o0 =& 192 g @ o 2 o e Yoo 2 9 s 28 24 2 -
#\ F 7] ug ; / 1‘_1 7] LI Vi _'L I =
| [ af | ;1) B J/ ] &~ | | J .| | |
\\d_" ]’ T— |[ v | !
Repetition Transposition Pitch progression Rhythmic sequence Melody progression Surround progression Harmonious cadence Rest
Priority Relation types Description
1 Repetition The current bar is the same as a previous bar.
2 Transposition The current bar is the tonal transposition of a previous bar.
3 Pitch progression Same rhythm. The similarity of pitch sequences between two bars is not less than 50%
4 Rhythmic sequence Same rhythm. The similarity of pitch sequences between two bars is less than 50%
5 Melody progression Two bars who have at least 3 consecutive notes of the same pitch and rhythm.
6 Surround progression  Surrounding notes(repeat more than 3 times in a bar) rise or fall by at least five semitones between
two bars.
7 Harmonious cadence A certain note in the current bar belongs to the local minimum point of the note density curve®, and
2021/10/24 the pitch of this note belongs to the tonic chord of music key. 62

8 Rest No notes in the current bar.




Music structure/form modeling——MELONS [s6]

* Two-stage generation
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* Advanced Topics in Al Music Composition

* Music Style/Emotion Modeling

* Music Transfer/Control



Music style/emotion modeling

* Music is so subjective, hard to define style or emotion

* Classification on style/emotion may be hierarchical, overlapping, conflicted, and disputed
e Genre: Blues, Country, Folk, HipHop, Jazz, Latin, Rock, R&B, Classic, Pop, Electronic, etc
* Emotion: Valence-Arousal Arousal

* Generation with style/emotion with labeled data !

High- Arousal,

Negative-Valence

* Require data labeling and classification Angry
 EMOPIA dataset [57] y -

negative

high

+

Excited

Delighted

Happy

* Single-instrument Dern o
* Multi-modal (audio and MIDI) i Bored

Low-Arousal,
Tired

® C|ip-|eVE| annotation Negative-Valence

* Generation with style/emotion with implicit/unsupervised learning
* Understand music, learn hidden representation
* Disentangle, identify, control generation with style/emotion

low

v

Rela

Calm

Content

xed

positiy

I
High- Arousal,

Positive-Valence

e=—¥» Valence

IV
Low-Arousal,
Positive-Valence



Music control——TeleMelody [52)

e Solution: templated based two-stage method
* Lyric 2 Template, Template 2> Melody

Qr—"’[ Lyric-to-Template Module]Tem—plate{ T T e clody

 Template design principle
* 1) Extracted from melody; 2) From lyrics in accordance with; 3) Easy to manipulate
* Template: tonality, chord progression, rhythm pattern, and cadence

) C F F G
ﬁ.:}:‘t:.:{aam[..u
o ¢t g & 4 4 1 4 1 A
- - Ld -
Twin-kle twin-kle lit -tle star, how I won-der what you are.
(a) The melody, lyric, and chord progression.
e c e clE FfF @ FIE FIE| G l&@ c Chord!
o | NN 000 W 0 NN 000 BN 0 EENNAe 00 IS 0 SN
mgjor O 1 2 3 0 1 2 0 1 2 3 0 1 2  Rhythmpattem,
o) e No No No Ne Ne Half No Ne Ne Ne No N Authentic Cad

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

2021/10/24
(b) The corresponding template.



Music control——TeleMelody [52)

* Template = Melody: self-supervised learning from music data

Melody[ "-(ith[ Bar ][ Position ] Pitch ][Duration ]) (i+1th[ Bar ] [Position ] ]

e h,

\\ / i
Template[ (if Rhythm Pattern ) ]

* Lyric 2 Template: rules + supervised data learned based on supervised data

[ [ Rhythm Pattern ] Uaailaic [ Cadence ] [Chord Progression]}

[ Lyric-to-Rhythm J [ Punctuation—to-CadenceJ

Model Mapping

A

N




Music transfer

 Comparison between style transfer and expressive generation

* e.g., Voice Conversion vs TTS
« TTS genetate expressive speech given text,

* Voice conversion: given a speech, disentangle its content and style, generate another style given the content
* Advantages: source music is given, not need to generate music from scratch
* Disadvantages: need to disetengle content and style

 Disentangle = Control = Transfer

e Music has a lot of elements

* Rhythm, chord, structure, style/emotion, timbre, etc, different modalities,
* Different modalities

e Music Score: Tonality, Chord Sequence, Rhythm
* Music Sound: Sound texture and timbre



Music transfer——Score

* Hierarchical music structure representation [58]

— ‘ — original =

\ ) melody =

Input a song _ ' _ Output -
in MIDI Analysis framework” Generation| | 5 new song @ )
N N/ basic =
melody =

Figure 1. Architecture of MusicFrameworks.

@ Input Song
e R
Phrase: *@** """ —(o

Section:

- N Framework
Measure: [ Basic Melody H Basic Rhythm Form J
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Music transfer——Sound

WaveNet Autoencoder

Input
.‘: Audio Chunk

 WaveNet Autoencoders [15]

* Neural Style Transfer for Audio Spectrograms [59]
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Convolutional Neural Network
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Outline

* Challenges and Future Directions



Research challenges

e Music structure

* Clear theme and self-repetitive structure (Motif 2 Sequence)
* Music form: rondo, variation, sonata, ternary, verse-chorus, Chinese
* Arrangement: harmony, orchestration

Emotion and Style
* How to recognize emotion and style
* How to control the emotion and style in generation

* [nteraction
* Retain a certain level of creative freedom when composing music with Al
e Originality

* How to ensure innovation, instead of fitting data distribution



Thank You!

Xu Tan (1E7B)
Senior Researcher @ Microsoft Research Asia
Xxuta@microsoft.com

https://www.microsoft.com/en-us/research/people/xuta/, https://tan-xu.github.io

https://www.microsoft.com/en-us/research/project/ai-music/

https://github.com/microsoft/muzic
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