
ICASSP 2022 DEEP NOISE SUPPRESSION CHALLENGE

Harishchandra Dubey, Vishak Gopal, Ross Cutler, Ashkan Aazami, Sergiy Matusevych, Sebastian Braun,
Sefik Emre Eskimez, Manthan Thakker, Takuya Yoshioka, Hannes Gamper, Robert Aichner

Microsoft Corporation, Redmond, USA
firstname.lastname@microsoft.com

ABSTRACT

The Deep Noise Suppression (DNS) challenge is designed to fos-
ter innovation in the area of noise suppression to achieve superior
perceptual speech quality. This is the 4th DNS challenge, with the
previous ones held at INTERSPEECH 2020, ICASSP 2021, and IN-
TERSPEECH 2021. We open-source training and test datasets for
researchers to train their deep noise suppression models, as well as
a subjective evaluation framework used to evaluate and select the
final winners. Many researchers from academia and industry have
made significant contributions to push the field forward. We also
learned that as a research community, we still have a long way to go
in achieving excellent speech quality in challenging noisy real-world
scenarios. In this latest challenge we make the following changes:
(1) include mobile devices scenarios in the test set, (2) include a per-
sonalized noise suppression track, (3) add Word Accuracy (Wacc)
as an objective metric, (4) include DNSMOS P.835, (5) the datasets
and test sets are fullband (48 kHz).

Index Terms— Speech Enhancement, Perceptual Speech Qual-
ity, P.835, Deep Noise Suppressor, DNS, Machine Learning.

1. INTRODUCTION

In recent times, remote work has become the ”new normal” as the
number of people working remotely has increased significantly due
to the pandemic. There has been a surge in the demand for reliable
collaboration and real-time communication tools. Audio/Video calls
with excellent speech quality are needed during these times as we
try to stay connected and collaborate with people every day. We are
often exposed to a variety of background noises, including a dog
barking, a baby crying, kitchen noises, neighbouring talkers, etc.,
which may significantly degrade the quality and intelligibility of the
perceived speech and lead to increased fatigue in virtual meetings.

Real-time noise suppression for improving the perceptual qual-
ity of speech is a classical problem and researchers have proposed
numerous solutions [1]. In recent years, deep learning based ap-
proaches have shown promising results for superior speech qual-
ity [2, 3, 4]. Previous DNS Challenges at INTERSPEECH 2020,
ICASSP 2021, and INTERSPEECH 2021 accelerated deep noise
suppression research by providing a massive training dataset, real
testset, training data synthesizer and subjective evaluation frame-
works based on ITU-T P.808 [5] and P.835 [6]. An increasing num-
ber of recent DNS research papers are leveraging DNS Challenge
datasets for training and validating their models [7, 4].

The 4th DNS Challenge at IEEE ICASSP 2022 is intended to
promote industry–academia collaboration for real-time deep noise
suppression aimed to maximize the subjective (perceptual) quality of
enhanced speech. This challenge focuses on personalized and non-
personalized DNS for fullband (48 kHz) audio. In the era of hybrid

work, personalized denoising is very important to suppress neighbor-
ing talkers and/or background noises. This challenge provides full-
band datasets for training personalized and non-personalized deep
noise suppressors. We focused on collecting real-world test sets and
developed a framework for P.835 subjective evaluation for personal-
ized and non-personalized deep noise suppressors. The 4th DNS
Challenge has two tracks namely (1) personalized DNS; and (2)
Non-personalized DNS. The development test sets for both tracks
has approximately 1500 real testclips, while the personalized track
has 2.5 minutes of enrollment speech for each primary talker in-
cluded in personalized DNS testset. All testclips in development
set was collected through crowdsourcing where workers recorded
the audio in different acoustic scenarios using a variety of Desk-
top/Laptops. The blind testset for both tracks have 3000 testclips
where 1500 testclips were recorded on mobile devices (Android);
and rest 1500 testclips were recorded on Desktop/Laptop platforms.

Majority of research papers in deep noise suppression are still
reporting objective quality metrics such as Perceptual Evaluation
of Speech Quality (PESQ), Perceptual Objective Listening Quality
Analysis (POLQA), Signal to Noise Ratio (SNR), Signal to Distor-
tion Ratio (SDR), etc. Previously, we found that these objective mea-
sures correlate poorly with crowd-sourced subjective human evalu-
ations [4]. Hence, such objective metrics are not suitable for evalu-
ating DNS models. The 4th DNS Challenge evaluates the submitted
models based on ITU-T P.835 subjective evaluation scores namely
speech quality (SIG), background noise quality (BAK), and over-
all audio quality (OVRL); and Word Accuracy (Wacc) from a state-
of-the-art speech recognition system. In addition, we open sourced
DNS-MOS P.835 [8] which is a deep learning model that predicts
SIG, BAK, OVRL scores. The DNSMOS P.835 helps in intermedi-
ate evaluation of DNS models trained by Challenge participants.

2. CHALLENGE TRACKS

The 4th DNS Challenge at ICASSP 2022 has two tracks namely, (1)
non-personalized DNS and (2) Personalized DNS (PDNS) for full-
band (48 kHz) audio. Unlike previous DNS challenges, we do not
have wideband (16 kHz) data in our training and testset. Personal-
ized deep noise suppression (PDNS) leverages speaker embeddings
(features) for preserving only the primary talker in a noisy environ-
ment and suppresses neighboring talkers and noise. PDNS testset
consists of real recordings for three scenarios: (i) primary talker
in the presence of noise; (ii) primary talker in presence of neigh-
boring talkers; (iii) primary talker in presence of neighboring talker
and noise. In a given PDNS testclip, there can be a maximum of
one neighboring talker. We provide development testset (dev test-
set) which is collected through crowd-sourcing where workers read
provided text prompts and record their voice using Desktop/Laptop
in presence of noise and/or neighboring talkers. The Blind testset is



planned to include testclips recorded on desktop as well as mobile
in realistic noisy environments. Similar to previous DNS Challenge,
we provide training data synthesizer which can be used with other
datasets participants may choose to use. Data synthesizer, configu-
ration and data download scripts are provide in Github repo for 4th
DNS Challenge 1.

We provide baseline models for both track in terms of enhanced
testclips for respective tracks. We briefly describe baseline mod-
els for non-personalized DNS and PDNS tracks in later section of
this paper. We also provide P.835 subjective evaluation framework
and its modified version for PDNS evaluation. We introduced Word
Accuracy (Wacc) as an objective metric for impact on DNS on per-
formance of speech recognition systems. Higher Wacc shows su-
perior denoising performance of DNS models. The subjective test
ITU-T P.835 [6] provides three scores for each audio clip, namely
speech quality (SIG), background noise quality (BAK), and over-
all quality (OVRL). Participants submitted enhanced clips for one
or both tracks. We conduct ITU-T P.835 and Wacc computation on
submitted enhanced clips. Models which do well in all four met-
rics namely SIG, BAK, OVRL, and Wacc are ranked higher. The
motivation to add Wacc as additional evaluation metric stem from
the fact that several models from past DNS Challenges had notice-
able Wacc degradation resulting from over suppression of noise and
speech distortions. We provide an Azure service for estimating Wacc
and another Azure service for DNSMOS P.835 [8] which is a deep
neural network (DNN) model for prediction of speech, background
noise, and overall quality.

In this challenge, we cleaned the clean speech in the training
dataset. We provide the DNS-MOS P.835 score for all training to en-
able participants choose different threshold for SIG, BAK and OVRL
for choosing clean speech consumer by training data synthesizer. We
summarize below the requirements for two tracks in this challenge:

1. Track 1: requirements for real-time denoising

• The noise suppressor must take less than the stride time
Ts (in ms) to process a frame of size T (in ms) on an
Intel Core i5 quad-core machine clocked at 2.4 GHz
or equivalent processors. For example, Ts = T/2 for
50% overlap between frames. The total algorithmic la-
tency allowed including the frame size T , stride time
Ts, and any look ahead must be ≤ 40ms. For exam-
ple, for a real-time system that receives 20ms audio
chunks, if a frame length of 20ms with a stride of 10ms
is used that results in an algorithmic latency of 30ms,
then the latency requirements are satisfied. If a frame
size of 32ms with a stride of 16ms is used, resulting
in an algorithmic latency of 48ms, then the latency re-
quirements are not met as the total algorithmic latency
exceeds 40ms. If the frame size plus stride T1 = T+Ts

is less than 40ms, then up to (40− T1)ms future infor-
mation can be used.

2. Track 2: requirements for personalized real-time denoising

• Satisfy Track 1 requirements.

• 2.5 minutes of clean speech for each primary talker in
the test set is provided for adopting PDNS model for
primary talker. PDNS track has a separate dev test set
and blind test set.

1https://github.com/microsoft/DNS-Challenge/

3. DATASETS

3.1. Training Datasets

We provide raw clean speech, noise, impulse responses and train-
ing data synthesizer for both tracks. Same noise and impulses re-
sponses are being provided for both tracks. Each track has its train-
ing data synthesizer. PDNS track has clean speech where each au-
dio clip is concatenations of all audio clips belonging to a talker.
We provide 2.5 minutes enrollment speech for each talker in train-
ing clean speech. We also provide baseline speaker embeddings for
each talker in PDNS training set. We cleaned the clean speech por-
tion of training set by choosing the clips with more than 4.25 DNS-
MOS P.835 OVRL score. We verified a random sample of clean data
with crowd-sourced ITU-T P.835 OVRL to have score more than 4.
PDNS tracks leverages cleaned clean speech with score greater than
4.25 DNS-MOS P.835. Next, the audio files for each talker is com-
bined into a single clip. We randomly sample 2.5 minutes of clean
speech for each speaker and provide it as enrollment speech. We
extract speaker embedding for each enrollment audio using baseline
RawNet2 speaker model [9]. Our training data consists of English
read-speech, English singing voice, French, German, Italian, Rus-
sian and Spanish languages. Next, we describe the clean and noise
dataset in the following sections.

3.1.1. Clean Speech

Clean speech consists of six languages namely English, French, Ger-
man, Italian, Russian and Spanish. English clean speech consists of
read speech and singing voice while rest of the languages only have
read speech. Non-personalized training set consist of original test-
clips from various corpora. We provide DNS-MOS P.835 scores to
help participants filter the data based on DNS-MOS scores. Per-
sonalized track consists of clips with DNS-MOS P.835 OVRL score
greater than 4.25. We combine all audio clips from each unique
talker into a single file. PDNS training data has total of 3230 talk-
ers out of which 60% talkers are randomly chosen to be primary
talker rest are neighboring talker. We provide the filelist for PDNS
cleanspeech with ’primary’ and ’secondary’ tags. Challenge partici-
pants can use the provided primary/secondary tags or generate their
own. We smapled 60% speakers as primary ensuring uniform distri-
bution among all langauges, read speech or singing voice.

English clean speech is derived from Librivox 2 where we
include audio clips chosen using a subjective ITU-T P.808 frame-
work [5]. English singing voice data consists of high-quality audio
recordings from professional singers contained in VocalSet cor-
pus [10]. It has 10.1 hours of clean singing voice recorded by
20 professional singers: 9 males, and 11 females. This data was
recorded on a range of vowels, a diverse set of voices on several
standard and extended vocal techniques, and sung in contexts of
scales, arpeggios, long tones, and excerpts. PDNS English clean
speech contained 1934 talkers from Librivox, 110 talkers from
VCTK corpus, 20 talkers from Vocalset. PDNS clean speech con-
sists of 47 talkers for French, 874 talkers from German, 14 talkers
from Italian, 7 talkers from Russian, and 224 talkers from Spanish
languages.

3.1.2. Noise

We have same noise clips for both tracks. Noise data consists of
62000 clips belong to 150 noise classes. The noise clips were cho-

2https://librivox.org/



Fig. 1. Distribution (%) of noise types in our blind testset.

sen from Audioset 3 [11] and Freesound 4. Audioset is a collec-
tion of about 2 million human labeled 10s sound clips drawn from
YouTube videos belonging to about 600 audio events. Certain audio
event classes are over-represented in Audioset. For example, there
are over a million clips with audio classes music and speech and less
than 200 clips for classes such as toothbrush, creak, etc. Approxi-
mately 42% of the clips have a single class, but the rest may have 2
to 15 labels. We developed a sampling approach to balance the noise
classes in our dataset such that each class has at least 500 clips. We
used a speech activity detector to remove the clips with any kind of
speech activity (voice content). This enabled us to get noise clips
with no presence of speech. We augmented chosen Audioset noise
clips with 10,000 noise clips downloaded from Freesound and DE-
MAND databases [12]. Our noise data constitute 181 hours.

3.1.3. Impulse Responses

We provide 248 real and 60,000 synthetic rooms impulse responses
which can be leveraged for generating reverberant noisy training
data. Training data synthesizer adds noise to reverberant clean
speech. Participants may chose to use clean speech or reverberant
speech as training targets for their DNS models. We chose impulse
responses from openSLR26 [13] 5 and openSLR28 [13] 6 datasets.

3.2. Test set

We have two testset for each track namely development testset (dev
testset) and blind testset. The dev testset is intended for model de-
velopment and optimization. The blind testset is used for ranking
the challenge model in terms of evaluation metrics. Good perfor-
mance of a model on blind testset will shows its generalizability for
unseen conditions. Our testset consists of fullband (48 kHz) audio
clips recorded in real-world scenarios.

3.2.1. Non-personalized Dev Testset

Dev testset for non-personalized DNS consists of 930 real record-
ings. All clips contains noisy speech in English language. Among
these, 193 testclips have emotional speech in presence of noise.
There are six emotion types namely happy, sad, angry, yelling,
crying and laughter. Crowd-sourced workers were asked to read a
provided text file and they were supposed to create emotional events

3https://research.google.com/audioset/
4https://freesound.org/
5http://www.openslr.org/26/
6http://www.openslr.org/28/

in each testclip. Rest of the clips contain the voice of a talker read-
ing text in presence of following noise types: Fan, Air conditioner,
Typing, Door shutting, Clatter Noise, Car noise (i.e. standing near a
car on a busy street or are standing outside the car), Kitchen noise
(noise from kitchen utensils, dish scrubbing etc.), Dish Washer,
Running Water, Opening chips packet, Munching or eating with
noise, Creaking chair, Heavy Breathing, Copy machine, Baby cry-
ing, Dog barking, Inside-car noise (e.g., sitting on a passenger seat
in a car which is being drive by someone else), Mouse clicks, mouse
scroll wheel, touchpad clicks etc. Each testclip was recorded at 48
kHz with 10-20 second duration. Workers were asked to record
in near-field (close talk) and far-filed with distances of 1 metre, 2
metres and 3 metres. All testclips in non-personalized Dev Testset
were recorded using Laptop/Desktop.

3.2.2. Personalized Dev Testset

Dev testset for Personalized track consists of 1443 real recordings.
All clips contains noisy speech in English language. Among these,
193 testclips have emotional speech in presence of noise where only
one talker is reading. There are six emotion types namely happy, sad,
angry, yelling, crying and laughter. Crowd-sourced workers were
asked to read a provided text file and they were supposed to create
emotional events in each testclip. There are 737 testclips where pri-
mary talker reads the provided text in presence of following noise
types: Fan, Air conditioner, Typing, Door shutting, Clatter Noise,
Car noise (i.e. standing near a car on a busy street or are stand-
ing outside the car), Kitchen noise (noise from kitchen utensils, dish
scrubbing etc.), Dish Washer, Running Water, Opening chips packet,
Munching or eating with noise, Creaking chair, Heavy Breathing,
Copy machine, Baby crying, Dog barking, Inside-car noise (e.g., sit-
ting on a passenger seat in a car which is being drive by someone
else), Mouse clicks, mouse scroll wheel, touchpad clicks etc. Each
testclip was recorded at 48 kHz with 10-20 second duration. Work-
ers were asked to record in near-field (close talk) and far-filed with
distances of 1 metre, 2 metres and 3 metres. There are 166 testclips
with primary talker speaking in presence of a neighboring talker and
noise where both the noise and neighboring talker is simultaneously
active in primary talker’s background. There are 347 testclips where
primary talker is speaking in presence of a neighboring speaker with
no background noise. Thus, we have simulated three scenarios for
PDNS: (i) primary talker in presence of noise; (ii) primary talker in
presence of neighboring talker; and (iii) primary talker in presence
of simultaneously active neighboring talker and noise. All testclips
in personalized Dev Testset were recorded using Laptop/Desktop.

3.3. Blind Testset

Blind testset had fullband real-world testclips collected through
crowdsourcing using a variety of mobile and laptop/desktop de-
vices.

We do AGC for subjective P.835 evaluation. We don’t do AGC
for word accuracy (WAcc) as the ASR models were trained to handle
audio of wide range of energy levels. In fact, participating with AGC
No need to perform AGC for ASR task. In fact we should not do that
because it typically yields slightly worse accuracy.

4. RESULTS & DISCUSSIONS

4.1. Baseline for Non-personalized DNS

We trained NSNet2 [14, 15] on fullband non-personalized training
dataset to obtain the baseline. We denoise the dev test with baseline



Fig. 2. Results: P.835 subjective evaluation for Track 1 non-
personalized DNS.

Fig. 3. Results: P.835 subjective evaluation for Track 2 personalized
DNS.

Fig. 4. Pearson correlation coefficient (PCC) and Spearman’s rank
correlation coefficient (SRCC) between per-model subjective scores.

model and release only the enhanced clips to challenge participants.
In 4th DNS Challenge, we do not release the trained model or train-
ing code of baseline model.

4.2. Baseline Speaker Embedding Extractor

RawNet2 [16] was trained on wideband (16 kHz) audio from vox-
Celeb data. The participants can retrain the RawNet2 model with
fullband data if they prefer to do so.

4.3. Baseline for Personalized DNS

PDNS refers to DNN models which suppress neighboring talker
and background noise and only preserve the enhanced speech from
the primary talker. To achieve this, PDNS models leverage speaker
embedding features extracted from the enrollment speech (or noisy

audio) along with spectral features (or raw-waveform) of the noisy
input audio. Participants can leverage state-of-the-art speaker mod-
els [17, 18, 16] and may choose a speaker embedding extractor
which is publicly available [17, 18]. We use the personalized DC-
CRN (pDCCRN) model described in [19] as the baseline PDNS
model for 4th DNS Challenge. Our results on dev testset is shown in
Table ??. The speaker embedding extractor was trained on wideband
(16 kHz) data and hence the input audio is first downsampled to 16
kHz for extracting the speaker embedding. The participants can
retrain the model with fullband data if they prefer to do so and then
they can use fullband enrollment data for each talker in the testset.

Each unique talker in personalized training dataset and PDNS
dev testset has 2.5 minutes of enrollment speech. PDNS models are
expected to leverage talker-aware training and talker-adapted infer-
ence. There are two motivations to provide clean speech for enroll-
ment of primary talker: (1) speaker models are sensitive to false-
alarms in speech activity detection (SAD) [20]; clean speech can
be used for obtaining accurate SAD labels which can help improve
speaker embeddings. (2) speaker adaptation is expected to work well
using multi-conditioned data; clean speech can be used for generat-
ing reverberant and noisy data for speaker adaptation.

4.4. Evaluation Methodology

The objective measures of speech quality, such as PESQ [21], SDR,
and POLQA [22] do not correlate well with subjective speech qual-
ity [23]. The 4th DNS Challenge relies on ITU-T P.835 [6] sub-
jective evaluation for ranking the challenge entries. We modified the
ITU-T P.835 for measuring the performance personalized DNS mod-
els. The ITU-T P.835 subjective evaluation scores namely speech
quality (SIG), background noise quality (BAK), and overall audio
quality (OVRL); and Word Accuracy (Wacc) from Speech Recogni-
tion System are the gold standard for this task. The final evaluation
for ranking the challenge entries will be conducted on the blind test-
set

The P.835 for personalized DNS has modified clips where we
appended each enhanced (or noisy) testclip after a 5 second speech
for the primary talker followed by one second silence. We modified
P.835 to instruct the human raters to focus on the quality of the voice
of the primary talker in the remainder of the enhanced (or noisy)
testclip. The 6 second of each appended clip is to make workers
aware of primary talker’s speech. We conducted a reproducibility
test for modified P.835 and found the average Spearman Rank Cor-
relation Coefficient (SRCC) between the 5 runs was . Hence, we
can conclude that the modified P.835 is working as intended. For
reproducibility study, we used 5 raters per clip, resulting in a 95%
confidence interval (CI) of 0.03.

5. SUMMARY & CONCLUSIONS

The ICASSP 2022 DNS Challenge is designed to advance the field
of real-time deep noise suppression optimized for human percep-
tion in challenging noisy conditions. We hope the participants en-
joy the challenge as much as we had in creating it. The challenge
dataset is opensourced to help researchers leverage that for pushing
the field forward even after the conclusion of DNS Grand Challenge
at ICASSP 2022.
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