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Imagine being able to send a personalized embodied agent to meetings you are unable to attend. This
paper explores the idea of a Ditto—an agent that visually resembles a person, sounds like them, possesses
knowledge about them, and can represent them in meetings. This paper reports on results from two empirical
investigations: 1) focus group sessions with six groups (n=24) and 2) a Wizard of Oz (WOz) study with 10
groups (n=39) recruited from within a large technology company. Results from the focus group sessions
provide insights on what contexts are appropriate for Dittos, and issues around social acceptability and
representation risk. The focus group results also provide feedback on visual design characteristics for Dittos.
In the WOz study, teams participated in meetings with two different embodied agents: a Ditto and a Delegate
(an agent which did not resemble the absent person). Insights from this research demonstrate the impact
these embodied agents can have in meetings and highlight that Dittos in particular show promise in evoking
feelings of presence and trust, as well as informing decision making. These results also highlight issues related
to relationship dynamics such as maintaining social etiquette, managing one’s professional reputation, and
upholding accountability. Overall, our investigation provides early evidence that Dittos could be beneficial to
represent users when they are unable to be present but also outlines many factors that need to be carefully
considered to successfully realize this vision.
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1 Introduction
Work is increasingly characterized by highly diverse and global teams, with team members spread
out across different physical spaces and time zones. Especially since the COVID-19 pandemic, there
is evidence that people are involved in more meetings with more people [12]. This demand for
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scheduling meetings makes it more likely for conflicts to arise, due to impacted calendars, more
flexible hybrid work schedules, and global time zone differences, besides the usual challenges of
dealing with times when people are out of the office. These conditions make it difficult for people
to attend all of the meetings which they are requested or interested to attend.

Meanwhile, generative AI technologies are enabling agents that can engage in human conversa-
tion patterns, as has been demonstrated in text chat services like ChatGPT [34]. Emerging from
this, scores of new chatbots are arriving, such as ones to support specific tasks (e.g., OpenAI’s
GPTs [35], and even some being built upon the personalities of recognizable celebrities to inform
and entertain [28].
While such offerings, at present, interact only via text, we can expect that generative AI will

soon provision embodied conversational agents of the sort that have been previously explored in
research prototypes [7, 10]. This leads us to the question – what if embodied conversational agents
can be modeled after anyone – even you? This is a provocative, yet intriguing concept, particularly
for the future of work.

Imagine a future where, in situations when you are unable to attend a work meeting, you could
send a personalized embodied agent to interact on your behalf. It could visually resemble you,
sound like you, and possess the knowledge you would want to carry into the meeting. The agent
would be able to partake in regular conversation with your colleagues, appearing much like a
remote participant over a video call via voice, facial expressions, and body gestures. It could listen
to what the team has to say, ask clarifying questions, answer questions on your behalf, and raise
points that you would want your team to consider. Afterwards, the agent could share with you a
summary of key takeaways from the meeting, personalized from your perspective.
If such personalized embodied digital agents were to exist, in what situations might people

want to deploy or interact with them – if at all? What should the scope of their capabilities
and responsibilities be? Furthermore, what effects would such agents have on team meeting
dynamics? In this paper, we seek to explore how such personalized embodied agents could
interactively represent a particular person in meetings (distinct from generic meeting agents
that typically help to record, transcribe, and summarize notes in meetings such as Otter.ai1 and
Zoom’s AI Companion2).

To investigate this space, we conducted two empirical investigations with participants recruited
from within a large technology company. We first conducted six focus group sessions (n = 24).
Through these discussions, we gathered initial reactions to the idea and identified key areas of
opportunity and concern. We then conducted a Wizard of Oz (WOz) user study (10 groups, n = 39),
in which working teams were recruited to experience meeting with two variations of personalized
embodied agents that represented a known colleague over a video call. While both variations
could express the knowledge, interests, and preferences of the colleague, the Ditto was designed to
visually and vocally resemble the colleague whereas the Delegate presented as a representative
acting on the colleague’s behalf. Behind the scenes, the real colleague collaborated with a researcher
to puppet the Ditto and Delegate and drive this illusion.
Based on survey and interview data from this investigation, we identified insights on how

personalized embodied agents could affect the team’s interaction and interpersonal dynamics, and
discuss the implications it has on future work at the intersection of AI and meetings. Our paper
contributes: 1) an exploration of personalized, embodied agents in an inherently collaborative
setting (a meeting), which goes beyond most prior work that focused on dyadic interactions with
agents; 2) a focus group that elicits people’s perceptions of what it would be like to interact with a

1https://otter.ai/
2https://www.zoom.com/en/ai-assistant/
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personalized, embodied and mimetic agent representing an absent meeting participant; and 3) a
user study that compares two approaches to representing the digital agent, as a Ditto that looks
and sounds like the absent meeting participant, or as a Delegate that serves as an advocate for the
absent meeting participant.

2 Related Work
In this paper, we explore the design space for an embodied digital autonomous agent to help people
participate in meetings even when they cannot be there live. This research fits within the scope
of AI-Mediated Communication (AI-MC) wherein a computational agent operates on behalf of a
person through generating messages to accomplish interpersonal communication goals [16]. We
review prior works that explore asynchronous and digitally-mediated forms of meetings, identify
issues around agents that represent people in meetings, and discuss concerns raised about deploying
agents in an interactive social setting with people.

2.1 Enabling Absent Participation in Meetings
An increased demand for meetings coupled with a growing reliance on geographically distributed
teams [47] makes it difficult for people to coordinate their schedules for meetings. Prior works have
explored some avenues for overcoming incompatibilities in meeting availability (e.g., scheduling
conflicts, timezone differences). While many tools have enabled people to interactively meet across
the boundaries of space in the CSCW Matrix [20], there has been less innovation in enabling
meeting interactively across time. It has become fairly common to record meetings for later review
or document meetings in shared collaborative space (e.g., whiteboard, Miro), and LLM-driven
extensions to these services are emerging in which non-embodied generic agents can listen in on
meetings to provide summaries, outline action items, and answer people’s queries about what has
happened in meetings via a chat interface (e.g., Otter.ai and Zoom’s AI Companion). Still, prior
research has shown the value of the process of interacting in meetings, beyond just the documented
outcomes [26]. In our research, we explore enabling a computer-mediated form of an otherwise
absent group member to interact with others who are meeting synchronously.
Time Travel Proxy, by Tang et al. [46], enabled an absent colleague to send a video-proxy of

themself to a meeting via prerecorded videos. Those attending the live meeting would be able to see
a video avatar of the time-shifted collaborator on a tablet device, listen to their prerecorded video
messages, and record responses to those messages. This system afforded some degree of social
presence of the asynchronous meeting participant, and also helped ensure that their perspective was
considered by the live attendees. The KIZUNA system [31] afforded a similar sense of asynchronous
presence in the domestic context of a time-shifted tele-dining system that enabled people to enjoy
a meal together through sharing video recordings. They even explored the benefits of adapting the
replay speed of their eating partner’s dining video to match their own eating speed. Fender and
Holz [13] created a system that allowed in-person interactions to be recorded and played back by a
user in Virtual Reality (VR). With this system, a person could work undisturbed even while people
visited to show them various objects. The person could then catch up on what they missed through
immersive playback of the recordings.

While all of these prototypes enabled interacting with asynchronous partners through replaying
videos, they did not allow generating any new interactions beyond what was prerecorded. In the
current research, we wanted to explore how generative AI-powered digital representations of
people could actually create new, spontaneous interactions with time-shifted meeting participants
rather than being limited to what was prerecorded.
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2.2 Virtual Agents and Digital Avatars in Meetings
Researchers have been exploring autonomously interactive digital agents in meetings since at least
the 1990’s. Nagao and Takeuchi [29] created an early version of an autonomous conversational agent
that attempted to identify misunderstandings between conversants and used voice, facial displays,
and head and eye movements to communicate with others. More recently, Cassell [8] reflected on
embodied conversational agents that autonomously take turns in conversations and enact hand
gestures. She argued that representation design choices affect how users attribute intelligence to
agents and interact with them. She concluded that it makes sense to represent an agent as a human
in cases where social collaborative behavior is key. In fact, according to the computers are social
actors (CASA) paradigm [30], people generally have a tendency to apply human social rules and
expectations to computers and agents when they exhibit human-like attributes. Several works
since then have sought to outline and explore key design parameters for visual representation and
conversational engagement of digital avatars and agents that participate in human conversation.

2.2.1 Visual Representation. Agents and avatars can be represented in a variety of ways, which
can shape patterns of communication, satisfaction, and perceived sense of presence. Avatar visual
fidelity has been classified into three criteria [14, 25]: anthropomorphism, realism, and truthfulness.
Anthropomorphism describes where the avatar is on a non-humanoid to humanoid spectrum.
Realism maps to how realistic it is, ranging from having little detail to being highly photo-realistic.
Truthfulness describes how dissimilar or similar the avatar looks to the target user. Shami et al.
[44] explored preferences between abstract dot-, picture-, and cartoon avatar- representations
of people in online corporate meetings, and found that the avatars in particular encouraged
socializing and informal information exchange between attendees. Phadnis et al. [38] explored
how realism affects acceptability of avatars for work meetings. By using animated GIFs, they
investigated five levels of photo realism for a manager, known colleague and unknown colleague.
In all scenarios, higher realism was favored, but fully realistic avatars were sometimes considered
uncanny. Similarly, Inkpen and Sedlins [19] explored users’ comfort with different styles of avatars
for work communication, and found that people wanted avatars to resemble them, but be more
stylized rather than photo-realistic. Groom et al. [15] conducted an empirical study on the effects of
embodied agents’ behavioral realism on users that compared three theories: Realism Maximization
Theory, Uncanny Valley Theory, and Consistency Theory, and found that people responded best to
an embodied agent when it was moderately realistic, with some inconsistent behavior, to avoid
evoking the uncanny valley. Pan and Steed [36] conducted a comparison of how visual appearances
as an avatar, video, or a humanoid robot affected users’ trust. By successively presenting pairs
of representations, and seeing which one participants elected to get advice from in answering
a challenging question, they developed an indicator of which representation was trusted more.
Overall, they found that people trusted video representations and the robot about the same, but
had less trust in the generic avatar that lacked identity cues.
A particular representational choice of interest in collaborative settings is that of a “doppel-

ganger”—a virtual representation that looks like oneself, but can act independently [1]. Doppel-
gangers can enable thoughts and interactions specific to a particular person, such as one that is
absent from a meeting. Lucas et al. [23] found that people operating a doppelganger of themselves
in an immersive maze navigation task felt more motivated and engaged. However, more research is
needed to understand how people interacting with the doppelganger feel, especially in a collabora-
tive context. Hitada et al. [17] found that people found it eerie to interact with a doppelganger of
themselves, especially when they directly interacted with it or witnessed it autonomously acting in
VR. Their experiences indicate that it is especially important to consider how the person being
modeled by the doppelganger reacts to its use.
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Research so far suggests that realistic-looking agents enable engaging interaction with users
as long as they do not trigger the uncanny valley. More research is needed in doppelganger
representations that look like specific people, both by the people being mimicked and by those
interacting with the likeness. Our research explores how new generative AI technologies add to the
realism of autonomous agents, and compares a doppelganger representation with a more generic
agent representation.

2.2.2 Conversational Interaction. How digital autonomous agents conversationally interact
with people in meetings is another key design factor. The conversation dynamics of an agent
have a strong influence on the quality of a meeting. We are interested in seeing how agents
affect interactive, cooperative conversations in small group meetings. While much of the work on
conversational agents so far has focused on text chat conversations, some of the learnings transfer
to conversational interaction in general.
Clark et al. [11] conducted semi-structured interviews to understand what people want from

Conversational Agents (CAs). They identified that conversation broadly has two purposes: social
and transactional purposes. The central need in social purposes is to establish, maintain, and build
a social bond. Transactional purposes comprise goal-oriented communication, such as exchanging
information for a task. Their interviewees primarily thought of speaking with CAs for transactional
purposes, as they were perceived to be unable to support social and emotional connections.
A more recent study looked at the communication strategies of humans interacting with AI

agents as a team [49]. In a Wizard of Oz study, people were teamed with AI agents in a multiplayer,
immersive, first-person game. They communicated with the AI agent via text chat, wherein the
agent was either proactive or not. They found that AI agents should be proactive, balance efficiency
with sociability, provide immediate responses to humans, and leverage patterns in repeated tasks
to streamline the communication. These findings also seem relevant for designing a speaking
conversational agent. For instance, prior research in human-robot interaction (HRI) and human-
agent interaction (HAI) [3, 32, 45] have found that short response times are important for satisfying
conversational interactions.

More recent research has applied generative AI to enable interactive conversations with digital
agents. A digital sculpture with the appearance of a human face called Stanley applied traditional
acting method prompts to a large language model [18]. They explored engaging audiences with
spontaneous and emotional expressions to see how they would react to an artificial human. FurChat
uses an LLM to drive a digital receptionist that is able to interactively converse with people through
verbal and nonverbal cues [10], exploring whether the digital receptionist can evoke more natural
conversation with people. While these early research efforts have yet to publish studies on their
interactions, they are demonstrating how generative AI can create embodied conversational agents.
Taken together, we see how people’s reactions to different representations are sensitive to

differences in context and task. In our research, we want to explore how personalized and embodied
meeting agents could interact autonomously with the other meeting participants, and examine the
reactions of both the people being represented by the agent and those who interact with the agent
in a meeting. Our research investigates the implications of the design choices identified in prior
research that need to be considered in developing this agent.

2.3 Concerns Around Deploying Social Agents
Deploying autonomous agents in settings that involve interacting with people raises many concerns,
particularly as they begin to reach the general public. The chatbot Tay that had to be shut down
within a day of its public release in 2016 is a cautionary tale wherein interactions with malicious
actors in a public deployment led it to generate inappropriate tweets [48]. More recently, the use
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of first person pronouns in ChatGPT responses: "I won’t be able to help you with that request,”
has sparked debate about anthropomorphic AI [42], and highlights the need for more thorough
investigations into how algorithmic processes should be shaped to appear and interact with people.

McIlroy-Young et al. [27] termed AI models that are personalized to resemble specific individuals
and spontaneously interact with people as mimetic models. They grouped uses of mimetic models
into three categories: 1) as a means to prepare for a real-life interaction (e.g., rehearsing with a
mimetic model of someone you want to present to), 2) as an end for accomplishing a task with
the mimetic model instead of a person, and 3) as a copy of yourself to accomplish work the way
you would (e.g., generating email replies), as a force multiplier for your productivity. They used a
variety of scenarios to surface a number of subtle ethical and social considerations.

Lee et al. [22] termed AI models that digitally replicate people’s appearance and behavior
as AI clones. They used speculative scenarios to identify three major concerns with AI clones.
Doppelganger-phobia described the fear that AI clones might exploit and displace the identity of
an individual. Identity fragmentation described the concern that creating replicas of a living person
threatens their own cohesive self-perception and unique individuality. Living memories described
the risk that interacting with a clone of someone over time could distort one’s perception of the
person, or even create an over-reliance of interacting with the clone instead of the person.

Research has only begun to explore the ethical and social issues around deploying autonomous
AI agents in social situations. Our research explores what concerns are specifically raised in the
context of work meetings when an agent is used to represent a person who cannot attend the
meeting live.

3 Concept and Terminology
In this paper, we were inspired to investigate the potential for leveraging personalized embodied
agents to serve as a representative or proxy for a human individual who is unable to attend a
meeting. We use the term Source to refer to the person that would be represented by the agent.
Those that would interact with the agent in a meeting are referred to as Collaborators. Although
agents could conceivably interact with other agents in the future, we limited the scope of our
investigation to involve only one agent per meeting. As part of our investigation, we explored two
versions of personalized embodied agents in work meeting contexts. The Ditto was a mimetic [27]
agent that possesses the Source’s knowledge and resembles the Source in appearance and sound.
We also explored a Delegate as an alternative, which has the Source’s knowledge, but does not
mimic or resemble them in any way. The Delegate approach stemmed from the existing practice
of sending another colleague to attend meetings on someone’s behalf. Examples of a Ditto and
a Delegate are pictured in Figure 1a and b respectively, and can be viewed in the accompanying
video figure.

4 Investigation One: Focus Groups
As an initial step in our investigation, we hosted a series of focus groups with the goal to elicit
people’s initial reactions to the concept of Dittos, as well as to stimulate discussion to capture
potential key opportunities and concerns. This could inform in what situations such agents may be
used, and what the scope of its responsibilities should be.

4.1 Method
IRB approval was attained prior to conducting the focus group sessions. Participants were recruited
via email within a technology company to form groups of 3-5 people with similar backgrounds.
Each participant completed a consent form in advance, and received a $50 Tango gift card as
a gratuity. Session times were negotiated based on their overlapping availabilities. All sessions
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were hosted by two researchers online over Microsoft Teams and were recorded. To promote an
active and lively discussion, all participants were requested to keep their cameras on and their
microphones unmuted.

At the beginning of the session, the researchers provided a basic overview of the Ditto concept.
This included that: (1) a Ditto would be fully autonomous and could attend a meeting on their
behalf if they were not available, (2) it would be personalized such that it would visually resemble
and sound like them (but not be a deepfake), (3) that the Ditto could interact by listening and
speaking to other meeting attendees in natural language, and (4) that after a meeting they would in
some way be able to learn from the Ditto what had happened in the meeting they had missed. Each
participant was able to ask clarifying questions at this stage before proceeding.
A set of open-ended questions were prepared for the focus group sessions, pertaining to the

concept of Dittos. Questions were sectioned into three main categories: sending their own Ditto,
speaking with someone else’s Ditto, and general thoughts/concerns. The first category included
four main topics, including: types of meetings that they would/would not choose to send a Ditto to,
factors that would influence their choice, what Dittos should/should not be able to say or do, and
potential pros and cons for sending Dittos. In the second category, questions included: what would
they want to be able to ask/tell someone else’s Ditto, circumstances in which they would prefer to speak
to a Ditto over the Source (or vice versa), and potential pros and cons of speaking to someone else’s
Ditto. The last category was to ensure that any other miscellaneous comments could be captured.
See Appendix A for the list of questions. While these questions established a loose structure for
discussion, participants were encouraged to respond directly to each others’ comments in active
conversation, and the experimenters asked follow-up questions to gain deeper insight into points
raised by participants during each session. A bottom-up approach to thematic analysis [4, 5] was
taken to analyze the focus group discussions. A single researcher that was present at each focus
group session sectioned the automatic meeting transcriptions into quotes, and manually generated
initial codes (e.g., respect, hierarchy, social dynamics, etc.). The same researcher then collated them
to conceptualize themes. These themes were reviewed and refined with the input from three others
on the research team to arrive at the final set of themes below.

4.2 Participants
A total of 6 groups comprising 24 participants (8 female, 15 male, 1 preferred not to answer) were
recruited for the focus group sessions. 1 participant was aged 18-24, 4 were 25-34, 4 were 35-44,
10 were 45-54, 2 were 55-64, and 2 preferred not to say. There was 1 group of 3, 4 groups of 4,
and 1 group of 5 participants. We engaged with people from various backgrounds to gather a
diverse range of perspectives. Their occupations spanned different roles including: administrative
worker, product/program manager, researcher, industrial designer, data scientist, engineer, etc. Group 1
involved a time-distributed group, with many members in the UK and 1 member in Australia.
The group shared that the Australian member would often record a video clip of herself talking to
share with her teammates, since it is too difficult to meet synchronously due to the time difference.
The team would watch her recordings at the beginning of their synchronous meetings together
to incorporate her point of view. Group 2 comprised administrative workers. Groups 3 and 4
were mostly high-level engineers in product teams that develop productivity and collaboration
applications. Group 5 involved people with experience in avatars and virtual representations.
Group 6 comprised largely of people withAI expertise, as they actively work in this domain as part
of their jobs. Participants will be referred to using their group number and letter A-E distinguishing
the individuals among the group.
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4.3 Key Takeaways
Overall the concept of Dittos was quite provocative and elicited a range of different initial responses.
Participants responses leaned towards conservative use cases. From a Source’s perspective of
sending a Ditto, many felt that Dittos should play more of a passive listening role (e.g., all-hands
meetings, a town hall) (2C, 3A, 6A, 6B, 6C) rather than be an active contributor in meetings (e.g.,
1-1 meetings with a manager or an intern) (1C, 2B, 4B, 6A). They also mentioned that they would
use Dittos in low-stakes rather than high-stakes meetings (1C, 1D). With regards to responsibilities,
participants expressed a preference for Dittos for gathering information and reporting back (1D,
2B, 6A, 6D), sharing information by sticking to facts and scripts (1B, 1E, 1C, 2C, 6A), answering
very simple and straightforward questions (1E, 3A, 6A), or offering very simple forms of help,
such as programming and debugging support (6D). Many people rejected the idea of Dittos being
able to brainstorm or give ideas (1B, 2B, 6A), “think for itself” (4D), or speculate (1C), represent
their opinions as part of making decisions (1B, 1D, 3B), or build social relationships (i.e., should
avoid small talk and gossip or discussing anything really personal) (1C, 3A, 3C). They were also
concerned about protecting sensitive data, and worried that Dittos could pose a risk to information
being leaked to the wrong parties (1B, 2C, 3A, 3C, 4A, 4B). From a Collaborator’s perspective of
interacting with a Ditto, people’s boundaries sometimes softened. People could imagine reaching
out to someone’s Ditto in urgent situations (5B). They also mentioned that running a practice
presentation (5B), bouncing off ideas (5B), or asking questions instead of disturbing the Source (1C,
2A, 4A, 5B) would be good reasons to interact with someone else’s Ditto.
In many cases, participants were concerned about the social acceptability and downstream

implications of sending and encountering Dittos. 5B commented that it would be annoying if a
Ditto showed up to a meeting instead of the real person, and others (3C, 6A, 6B) worried that it
could appear rude to others to send their Dittos. 3C imagined it could feel like a “slap in the face”,
while 6B worried it would be perceived as “blowing [someone] off.” However, some noted that Dittos
would be socially acceptable due to illness (2A) or obvious time-zone incompatibility (1B, 4B), if
their absence would be an obvious blocker to someone else’s work (1A), or if it were extremely
difficult to re-schedule a meeting (6C). Additionally, hierarchy and meeting size (2A, 3A, 6C) would
be factors in determining the appropriateness of using a Ditto. Some participants said they would
not send a Ditto to meetings with higher-level managers (1A, 1B, 1C).

Participants’ comments also delved into key opportunities and risks. Some opportunities included
that in their absence, it could ask questions and generate personalized summaries that could help
make progress in their work (2C, 3D). Others mentioned that it would have superior attention,
memory, and multi-tasking capabilities to help them collect and retrieve important information
(2A, 2B, 2C, 4D). Reputational risk was a key risk mentioned about using a Ditto (3A, 3C, 3D, 4D,
5A, 6A). Beyond fears surrounding potential rudeness, some participants were concerned that it
may have inappropriate behavior, which could lead to negative projections on their real selves.
Group 6 considered alternate visual representations for Dittos with respect to reputational

risk. 6A believed that cartoon-like representations could help bypass “... the uncanny valley [and]
resolve some of that reputational risk...” and 6B thought it would help people “distinguish between is
this teleoperated... or is this... an AI operated kind of thing.” However, 6B also believed that some
resemblance would be useful: “... it could be a bit distracting for other people in the meeting if it was
really anything... [I’d] have to keep track that this spirit animal is [Source] and this thing is whatever.”
6C added, “I wouldn’t want a deepfake... you don’t actually know if the person’s there or not right at
some point.” Ultimately, this group arrived at a shared opinion that Dittos should likely resemble the
Source, but be clearly visually distinguishable from the Source or a teleoperated avatar in meetings.
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In contrast, others questioned if Dittos should look like them at all. 1C stated “I would reframe
the whole idea almost cause I think the idea of a Ditto and it being a representation of me feels icky,
especially with all the stuff that’s happening in AI at the moment.” Three groups (3, 5, 6) wondered if
a Ditto should instead be trained to serve on their behalf as a Delegate. 3C contrasted Dittos with
the practice of sending somebody else from your team to go in your place:

“... you don’t ask them to go and wear a mask. Imagine you could get somebody on your
team to put on a little rubber face and go in looking like you. So when it’s looking like you,
you’re really asking it not to be your delegate, you’re asking it to be you, which I think is
weird. I think maybe I’d rather it was my delegate and that everybody understood it was
something to do with me and it was a limited delegate.” (3C)

3D agreed with this idea, saying “I would feel more comfortable if it didn’t look like me because I
have that kind of plausible deniability when it goes and makes a mistake that I can say - oh yeah, it
wasn’t really representing me. It’s just like I sent a proxy...” Comments from group 5 also resonated
with this concept. 5C stated “I think I would want my Ditto to very clearly show up as NOT me,
but a representative of me.” and 5D agreed, “A Ditto could be your chief of staff. But it’s super clear
that it’s not me or pretending to be me, but it’s somebody that I have a relationship with that I trust,
right?” Group 6 also questioned the idea of the Ditto visually resembling the Source. 6D began
contemplating, “I think if it’s visually similar to me, it’s representing me wholly versus if it’s different
visually... ” Building on that, 6C added “I think that would make me more comfortable too - like think
of it as my someone who I’ve trained to try to represent me as opposed to actually being me. However,
6C saw nuance there: “I think there’s a lot of pros, like there’s a lot of good aspects to having it be me
in terms of how people would talk to it. But there is that risk that, I would feel that there would be a
much higher threshold of quality and capability.”

4.4 Reflections and Next Steps
Conversations with the different focus groups brought to light a broad spectrum of considerations,
opinions, opportunities, as well as concerns. Through discussions with one another, participants
identified some potential benefits of using Dittos. They believed it could help their teams overcome
otherwise impossible scheduling conflicts, help them bypass or mitigate inefficient meetings, serve
as an effective aid for collecting and summarizing information, and overall help them or even their
colleagues’ save time and effort. At the same time, they saw the Ditto concept as being accompanied
by several possible risks. Many groups expressed concern about the social acceptability around
using a Ditto. Contemplating this from both Source and Collaborator perspectives, they worried
that it could trigger offense. Additionally, the groups were unsure what expectations they could set
regarding the Ditto’s performance, and were notably worried about Dittos saying incorrect things,
or behaving inappropriately and causing reputational harm. To limit this risk, they envisioned using
Dittos in low-stakes situations where they could tightly control what the Ditto would be able to say.
In line with this, some groups pushed back on the idea of the Ditto resembling the Source, since
they felt this would heighten the risk of reputational harm. Nevertheless, a couple of participants
speculated that visual resemblance could be beneficial to the group’s interaction dynamics, so long
as it would still be visual distinguishable from being a real person. Indeed, the focus groups called
into question whether a personal embodied agent should be visually representative of the Source,
or if it should rather present itself as a separate Delegate entity.
Overall, the focus group sessions shed light on key considerations regarding Dittos. However,

we recognized that their opinions were underpinned by many assumptions about its capabilities
and performance. Since it can be particularly difficult for users to imagine an experience [33], we
therefore saw that it would be beneficial to conduct an empirical investigation in which people
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could have a hands-on experience interacting with a Ditto to gain deeper and more authentic
insights. This led us to a second investigative phase, with a particular focus on contrasting the
merits of a personal embodied agent that takes on an identity that resembles the Source (a Ditto),
compared to an agent that presents itself as an entirely separate and distinct personality serving
on behalf of the Source (a Delegate).

5 Investigation Two: Wizard of Oz Experiment
Motivated by the findings from the focus groups, we designed a Wizard of Oz (WOz) user study to
gain empirical insight into how personalized embodied agents may impact meeting dynamics.

5.1 Method and Rationale
The study received approval from our organization’s institutional review board (IRB). Although we
were in the process of building a version of an agent with ChatGPT, we chose to use a WOz user
study methodology to get early reactions to the concept that could help shape its development.
Our WOz implementation was based on the use of avatars in a video conferencing application.
In considering this approach, we recognized that it would raise unique challenges regarding
establishing a convincing simulation of interacting with an autonomous agent distinct from a
common experience of interacting with someone who is using an avatar during a meeting. The
study protocol and technical setup would need to be designed with care to successfully evoke a
plausible interaction with a generative-AI powered autonomous agent.
Our rationale for using a WOz approach was governed by weighing some key benefits and

drawbacks. Three key advantages convinced us to use this approach. Firstly, it meant we could
get early feedback on the concept while we were still in the process of developing it. Secondly,
we could elicit people’s responses towards an “ideal” form of a Ditto or Delegate, decoupled from
temporary present-day technical limitations on ChatGPT’s performance with regards to latency
and accuracy. Thirdly, the approach minimizes risks for study participants. Allowing the person
represented by the autonomous agent to actually assist in simulating their agent helps ensure that
anything communicated in the context of the study aligns with their wishes and does not leak
sensitive information. Our main concern with this approach was carrying out the illusion so that
the Collaborators did not conclude that it was simply a person puppeting an avatar. We detail the
measures taken to guard against this in Sections 5.1.2, 5.1.3, and 5.1.4.

5.1.1 Participant Recruitment: Ten teams comprising three to four work colleagues (n = 39,
18 male, 21 female) were recruited via internal email lists at a technology company. For the study,
group members needed to be familiar with one another, since we wanted to explore how an agent
that resembles a specific person affects the meeting experience. Eight participants were 18-24 years
old, thirteen were 25-34, seven were 35-44, eight were 45-54, two were 55-64 years of age, and one
preferred not to specify. Their roles varied, including software engineer, product/program manager,
researcher, business administrator, media/video producer, UX researcher, scientist, and designer.

One participant per group (4 male, 6 female) was recruited to be the Source and engaged in the
meeting as the Ditto/Delegate. This person recruited the other group participants outside their
direct reporting line to avoid the possibility of undue coercion. Sources participated in-person
for approximately 1.5 hours and were each compensated with a $75 USD gift card. The remaining
participants were Collaborators (14 male, 15 female) who attended the meetings remotely over
video conferencing call. They were each given a $50 USD gift card for 1 hour of remote participation.
Each team member provided their consent via an online form prior to participating. Participants
will be referred to through their session number and letter indicating if they were the Source (A) or
a Collaborator (B-D).
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5.1.2 Technical Setup and Materials: The study was organized into two parallel streams: in-
person and remote. One to two researchers handled the in-person stream, and another researcher
handled the remote stream.

The in-person study stream for Sources was held in an experiment roomwith a dedicated desktop
computer, two monitors, mouse, keyboard, webcam, speakers, and headset with a microphone (see
Figure 1c). A video conferencing tool, Microsoft Teams3, was installed on the computer with the
Avatars plugin4, in addition to VoiceMod5, a real-time voice changer. For the Delegate condition, a
single gender-neutral avatar was designed and used for this condition across all study sessions. For
the Ditto condition, prior to each user study session, a researcher manually crafted a digital avatar to
resemble the Source-participant (based on a submitted profile photo), using the native avatar editor.
The decision to use an avatar as the basis of the visual representation was motivated by findings
from the focus groups. Avatars would satisfy the desire for a more cartoon-like representation,
rather than a photo-realistic representation (e.g., a deepfake). However, to make it visually distinct
from a standard teleoperated avatar, both Ditto and Delegate avatars were rendered in black and
white (see Figure 1a and b).

Collaborators attended the study session stream remotely from their own computers using a
standard version of Microsoft Teams. Two sets of consent forms, surveys and interview questions
were prepared with respect to the two distinct participant roles (see Appendix). The consent forms
and surveys were distributed online via Microsoft Forms. Video and audio recordings were captured
during the experiment and interview sessions using Microsoft Teams’ in-built recording features.

5.1.3 Remote Study Procedure: A researcher greeted the Collaborators in the video meeting
room as a host at the scheduled time and provided a link to the online survey with pause points. The
researcher briefed them about the concept of Dittos and Delegates and the overall study procedure.
As part of the WOz procedure, the Collaborators were informed that given advancements in
AI, they would experience speaking and interacting with working prototypes of both types of
autonomous meeting agents who would serve as proxies for their absent colleague, in two distinct
back-to-back meetings. To enhance the necessary deception, they were told that this colleague
would simultaneously be meeting with a researcher in-person to observe the meetings and provide
feedback on their agents’ performances. After answering questions raised by the participants,
the researcher confirmed with them that their meeting software was configured consistently (i.e.,
Gallery mode with Fit-to-Frame activated, so that each attendee would be in full view), and cued
the other researcher to introduce the first agent into the meeting. The order of the conditions was
counterbalanced across the study sessions. When the agent entered the meeting, it introduced itself.
The host then described the meeting topic. Two topics were prepared, one for each meeting, which
were presented in consistent order:

• Group Travel Plan: Create a proposal for a group trip to celebrate a major team accom-
plishment. Decide on the location, lodging, and main activities—assuming a generous budget.

• Holiday Party Plan: Create a proposal for an in-person holiday party for your team. Decide
on the venue, food and beverages, and entertainment—assuming a generous budget.

After clarifying the topic, the researcher proceeded to turn off their camera and mute themself,
allowing the participants to discuss the topic amongst themselves. The host notified them when
one minute remained. After a total of five minutes, the host researcher unmuted and reappeared in
the meeting room, and asked for someone to verbally summarize their proposal. At this point, the
agent left the meeting, and the Collaborators were asked to complete the corresponding survey
3https://www.microsoft.com/en-us/microsoft-teams/group-chat-software
4https://insider.microsoft365.com/en-us/blog/avatars-for-microsoft-teams
5https://www.voicemod.net/
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section. Participants repeated this meeting process with the next discussion topic using the second
agent type. After both meetings, Collaborators were requested to complete the remainder of the
survey and participate in a group exit interview with the host. At the end of the session, the host
checked whether the Collaborators believed they were interacting with an agent or whether they
thought it was a human (i.e., manipulation check) before debriefing them about the deception, and
thanked them for participating.

5.1.4 In-Person Study Procedure: A researcher greeted the participant in the dedicated exper-
iment room 20 minutes before the scheduled virtual meeting time and provided a walkthrough
during which the participant could ask questions. The walkthrough detailed the concept of Dittos
and Delegates, the technical setup, the study procedure, as well as the study tasks. As part of this, the
participant was given time to see and familiarize themselves with their pre-prepared personalized
Ditto-avatar. Seated in front of the webcam, the participant was asked to experiment with moving
their head and face to observe how the avatar mirrored their head movement and facial expressions,
but not their larger body movements nor hand gestures. The researcher explained how they would
work alongside the participant to “puppet” the different agents. Finally, participants were asked to
contemplate the meeting topics in advance and note their ideas and preferences, as well as start
their survey (pausing at the given breakpoints). The participant could then relax until an agent
was cued to join the meeting, either as a Ditto or a Delegate depending on the condition:

• Ditto Condition: The personalized Ditto avatar was shown on a plain white virtual back-
ground with the text “[First Name’s] Ditto.” The voice changer was used to modulate the
participant’s pitch downwards to level 40 (50 was neutral), so that the Ditto’s voice was
recognizable but not identical to the Source’s voice to contribute to the illusion of being an
AI agent. The Source sat in the main seat in front of the webcam to puppet the Ditto avatar,
while the researcher sat beside them, outside of the view of the webcam. When the Ditto
entered the meeting room and was prompted to introduce itself, the Source read the following
statement out loud “Hi, I’m [First Name]’s Ditto. I’m representing [pronoun] interests because
[pronoun] couldn’t be at the meeting today.” During the meeting, Sources were instructed to
respond much as they normally would. This included speaking in first-person and relying
on their existing knowledge. However, they were asked to speak in full, discrete sentences
(rather than in sentence fragments punctuated by filler-words) and to refrain from laughter as
best they could. This was to support the illusion of an AI agent, which would not be expected
to speak with these characteristics at this point in time. To support this, the researcher kept
the microphone muted unless the participant indicated with a small gesture that they wished
to speak.

• Delegate Condition: The Delegate avatar was shown on a plain white virtual background
with the text “[First Name’s] Delegate.” The voice changer was used to modulate the pitch
downwards to level 35 (to convert the researcher’s voice to a gender-neutral pitch). The
researcher sat in the main seat in front of the webcam to puppet the Delegate avatar. The
Source sat adjacent to the researcher facing them in order to be able to give cues for when
and how to respond (see Figure 1). When the Delegate entered the meeting room and was
prompted to introduce itself, the researcher read aloud the following statement: “Hi, I’m [First
Name]’s Delegate. I’m representing [pronoun] interests because [pronoun] couldn’t be at the
meeting today.” During the meeting, the researcher referred to notes the Source made during
the walkthrough as well as any additional prompts or comments (with the mic muted) from
the Source to puppet the Delegate in the meeting.

The Source was prompted to complete survey questions after each meeting, and was asked to
complete the remaining survey questions after both conditions were complete. Following this,
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Fig. 1. Wizard of Oz (WOz) Study Setup: a) Screenshot of a participant’s Ditto and its corresponding
background. b) Screenshot of a participant’s Delegate and its corresponding background. c) Photo depicting
the in-personWOz study setup in the Delegate condition. A Source-participant sits next to the experimenter
and provides their input while the mic is muted. The experimenter puppets the Delegate during a meeting with
the Collaborators over a video call. In the Ditto condition, the Source-participant sits in front of the webcam
to puppet the Ditto. The Collaborators are each attending the meeting from a separate remote location.

the Source participated in a semi-structured exit interview with the researcher, separate from the
remote Collaborator participants. At the conclusion, they were thanked for their involvement in
the study and were informed that their colleagues were debriefed about the procedure.

5.2 Data Collection and Analysis
Surveys and semi-structured interviews were used for data collection (see Appendix B). The surveys
comprised demographics questions, 7-point Likert questions (1 = Strongly Disagree to 7 = Strongly
Agree) spanning participants’ preferences, perceptions, and feelings towards the meetings and
the respective agents (e.g., satisfaction, trust, social presence, etc.), and open comment sections.
While the majority of questions were custom, those pertaining to social presence were based on
the Networked Minds Social Presence inventory [2]. For the Collaborators, the interviews probed
thoughts or feelings evoked by each agent, how the agent’s knowledge and behaviors corresponded
with the Source’s, and their impression of the social dynamics in the meetings. For the Sources, the
interviews questions probed how they felt their Ditto and Delegate agents were able to engage in
the meetings, how they were treated, preferences they had between the two different conditions,
situations they would consider using the agents, opportunities for improvement, and any other
comments they had about the concept and experience. In both cases, the interview questions formed
a structure for the interview, but follow-up questions were asked to gain clarity and elicit more
detailed explanations of points raised by the participants.

To compare results of the Likert questions for the within-subjects condition (Delegate vs. Ditto),
we used Wilcoxon signed-rank tests. We applied a continuity correction to account for the discrete
nature of our data, as well as the small sample size. As a measure of effect size, we used Cliff’s
Delta given its suitability for ordinal data and because it does not assume a normal distribution. In
reporting these results, we present the Wilcoxon test statistic (𝑊 ) and p-value (𝑝), and the Cliff’s
Delta (denoted as 𝑑). To compare results of the Likert questions to the hypothetical neutral median,
we used one-sample Wilcoxon signed-rank tests, and again applied a continuity correction. As a
measure of effect size, we computed the Rank-biserial correlation between observations and the
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hypothetical median. In reporting our results, we present the Wilcoxon test statistic (𝑊 ) and p-
value (𝑝), and the Rank-biserial correlation (denoted as 𝑟 ). Open-ended survey responses and group
interviews were analyzed through a reflexive thematic analysis approach [4, 5]. The researcher
who consistently hosted the remote Collaborators and the researcher who consistently hosted the
in-person Sources led the analyses of their respective survey and interview data. They followed an
inductive coding approach by manually reviewing and coding the interview transcriptions and
written survey responses, as well as conceptualizing themes. Over the course of three meetings,
these researchers as well as two others on the team reviewed, discussed, and refined the themes
across both streams in an iterative manner to arrive at the final set presented in this paper.

6 WOz Study Results
In this section, we report results from the WOz study, including findings distilled from the survey
and interviews with participants regarding their perceptions of the personalized embodied meeting
agents, the interaction dynamics of the meetings they had, and considerations for how such agents
could impact their relationship dynamics in the future.

6.1 Personalized and Embodied Agents in Meetings
Participants in our study rated the meeting experience with agents positively across several
measures, demonstrating that users are open to having personalized embodied agents represent
themselves, or their colleagues in meetings. Survey results revealed that 80% of Source participants
and 77% of Collaborators agreed with the statement “I was satisfied with the overall meeting experi-
ence” regardless of whether the meeting included a Ditto or a Delegate. This resulted in an overall
median of 6 ( 7-point scale from strongly disagree to strongly agree), which was significantly above
the neutral median value (Mdn = 4) (𝑊 = 102.0, 𝑝 < 0.001, 𝑟 = 0.87).
Collaborators also indicated that “It was beneficial to have the [Delegate, Ditto] in the meeting,

INSTEAD of having my colleague skip the meeting altogether”, with the majority of participants
agreeing with this statement (76%). These user ratings (Mdn = 6) were significantly above the
neutral median value (Mdn = 4) (𝑊 = 115.5, 𝑝 < 0.001, 𝑟 = 0.82). Similarly, Collaborators disagreed
with the statement that “It would have been better if the [Delegate, Ditto] had not been there”, with
the majority of participants disagreeing with this statement (67%). These user ratings (Mdn = 2)
were significantly below the neutral median value (Mdn = 4) (𝑊 = 95.0, 𝑝 < 0.001, 𝑟 = −0.72).
Participants also commented that having a meeting agent was better than their colleague sending
text bullets: “It did remind us to think about her opinion rather than have some list somewhere to
reference async” (2D).

6.1.1 Ditto versus Delegate. We examined whether there were differences in users’ ratings
towards agents in meetings depending on whether it was a Delegate or a Ditto in the meeting.
Collaborators’ overall satisfaction with the meeting was significantly higher in the Ditto condition
(𝑊 = 47.5, 𝑝 = .029, 𝑑 = .295), but no significant difference was found for the Source participants
(𝑊 = 4.0, 𝑝 = .850, 𝑑 = .010).

Source participants were asked about their preference to send either a Ditto, a Delegate, or neither
to a meeting they needed to miss, while Collaborators were asked whether they would want a
missing colleague to attend using a Ditto, a Delegate or neither. The majority of Source participants
(7/10, 70%) favored sending a Ditto to a meeting they could not attend (Ditto: 7, Delegate: 1, Neither:
2), and the majority of Collaborators preferred having a Ditto in a meeting (22/29, 76%) in situations
where their colleague could not attend, (Ditto: 22, Delegate: 5, Neither: 2).
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6.2 Interaction Dynamics
We also analyzed the study results to better understand what effects personalized embodied agents
might have on feelings of presence, trust, and social dynamics among people in meeting scenarios.

6.2.1 Presence. Several questions in the survey probed whether the Dittos and Delegates created
a sense of presence of the Source amongst the meeting participants. While both agents were able to
establish a sense of presence, the Ditto’s visual and vocal resemblance to the Source helped create
stronger feelings of presence than the Delegate. For the statement “I had the feeling that the real
person (my colleague) was attending the meeting when their [Ditto, Delegate] was there”, Collaborators
ratings were significantly higher in the Ditto (Mdn = 5) condition compared to Delegate (Mdn = 2)
condition (𝑊 = 29.0, 𝑝 < .001, 𝑑 = .572). Although similarity to the Source was viewed positively
by Collaborators, most of them (20/276, 74%) indicated that the agent should still be visually distinct
from a live person puppeting an avatar, so that they would know whether they are interacting with
a live person or an agent.

We also wanted to understand how much the embodied agent triggered thoughts of the missing
colleague. Collaborators agreed with the statement “Having my colleague’s [Ditto, Delegate] in
the meeting helped me think of them,” with Dittos (Mdn = 7) being rated significantly higher than
Delegates (Mdn = 6), (𝑊 = 9.0, 𝑝 = .003, 𝑑 = .350).
Generally, both Dittos and Delegates facilitated high degrees of social presence, according to

questions from the Networked Minds Social Presence scale [2]. Collaborators agreed that both
types of agents paid close attention to them (Ditto: 𝑀𝑑𝑛 = 6, Delegate: 𝑀𝑑𝑛 = 5), were not easily
distracted (Ditto/Delegate 𝑀𝑑𝑛 = 2, reverse scale), that [Sources’] thoughts were clear to them
(Ditto/Delegate:𝑀𝑑𝑛 = 6), and that the Ditto/Delegate behavior was in direct response to the group’s
actions (Ditto/Delegate:𝑀𝑑𝑛 = 6). In sum, these measures indicate that meeting agents are capable
of facilitating presence in virtual meetings. This was also evident in the participants’ comments:
“even though it’s a Ditto, I feel like [Person] was there [herself]” (2C). “I think both helped remind
me of [Person] and her thoughts and what would she think?... Like her presence was still a good
reminder” (10D).
Interviews with Collaborators highlighted that vocal-resemblance to the Source may be a key

factor in evoking presence: “I think it’s nice having a Ditto that sounds so similar to the real person, it
gives a ‘they are actually in the meeting’ feel, which would make others more comfortable to listen to
feedback from the Ditto” (5B). 9C expressed “... this isn’t [Source], but it sounds like her, where I think
that alone makes you think... she’s here...” (9C).

6.2.2 Trust. For both the Ditto and Delegate conditions, Collaborators felt that they “trusted what
the [Ditto, Delegate] had to say” (Ditto Mdn = 6, Delegate Mdn = 6), however, trust ratings were
significantly higher when interacting with Dittos as opposed to Delegates (𝑊 = 30.5, 𝑝 = .016,
𝑑 = .276). This was also echoed in the interview feedback from the participants. 8C stated, “it’s like
I could trust the responses [from the Ditto] a little bit more, even though it was the same information.”
5B reasoned that their trust was influenced by general familiarity, as well as vocal resemblance:
“because the Ditto one sounds like [Source], that’s definitely something I was more receptive to rather
than the Delegate [...and...] because we don’t know [Source]’s Delegate, it makes it more difficult to trust
[it].” Similarly, Sources felt their colleagues trusted what their agents had to say (Ditto Mdn = 6.5,
Delegate Mdn = 6), however, there was no significant different in the Ditto versus Delegate ratings
(𝑊 = 9.0, 𝑝 = .430, 𝑑 = −.170).

Trust is a complex issue, and there are many factors which could impact users’ feelings of trust.
In this study, the conversation topics were relatively benign, and as such, there was low-risk in

6One group did not answer this question.
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trusting (or not trusting) what the agents were saying. Despite the positive trust ratings, during the
interviews, some participants made comments highlighting concerns related to trust. For example,
6A worried that people could be overly suspicious: “...[with an AI model], they would just be like, oh,
that’s just pulling from the ether - like they’re not actually wanting that.” Collaborator 10D found
herself questioning the validity of the Ditto’s statements: “I was always like, hey, is this actually
what [10A] wants? Or is this like an extrapolation of what you know the AI thinks she wants? Did
the Marie Antoinette idea just actually come from like [10A]? [...] Or is that like something that came
out of thin air?” Unfamiliarity with the Delegate may also have contributed to trust concerns. For
instance, 1B asked, “Why is this random person stepping in for our team member to try and build an
activity that they’re not going to participate in?” Similarly, 9C stated “it almost felt like a stranger
was in the meeting, and the comments threw me off enough it derailed my thoughts,” and 5B said
“...because we don’t know [Source]’s Delegate, it makes it more difficult to trust that Delegate.”

The meetings Sources would consider using agents was predicated on their level of trust in their
agent’s performance. Sources commented that they would most commonly consider using an agent
in meetings where the agent would primarily listen, gather and summarize information (3A, 5A,
8A), participate in structured meetings with clear agendas, objectives, and topics (3A, 4A, 6A), or in
meetings where the agent could stick to a script (4A, 6A, 7A, 8A, 9A, 10A). Others believed it should
stick to facts (2A) and should neither be used for persuading nor arguing with others (3A, 4A).
Generally, agents were seen to be more suited for less important, low-stakes meetings (1A, 10A).

6.2.3 Decision Influence: Although some Source participants expressed concern that others
“may not take [Delegates’ statements] as seriously” (3A) and that if it came to a decision point “the
group probably would not consider AI as an equal vote... probably be like a .5 vote...” (6A), survey
responses contradicted this notion, and both Sources and Collaborators felt that the opinions of
the agents were taken into account in the final decisions. Collaborators agreed to the statement “I
felt that the views/opinions of my colleague represented by the [Ditto, Delegate] were considered in
the final group decision” (Ditto Mdn = 6, Delegate Mdn = 6). Additionally, Collaborators’ ratings
for Dittos were significantly higher than for Delegates (𝑊 = 11.0, 𝑝 = .003, 𝑑 = .407, “medium”),
which suggests they felt that Dittos had a stronger influence on the group’s decision. Sources also
strongly agreed with this notion (Ditto Mdn = 7, Delegate Mdn = 6.5), but there was no significant
difference in their ratings for Dittos versus Delegates (𝑊 = 4.5, 𝑝 = 1.00, 𝑑 = .080).
Interview comments from several Collaborators supported the idea that agents had a strong

influence on the group’s decision, and in some cases, participants felt that agents’ opinions were
even weighed more heavily than the people in the room. However, they were divided about which
representation had a stronger influence. 2D felt that “the Delegate’s opinion seemed very strong, and
thus had greater weight....”, whereas 10D said “I do wonder if the Dittos’ opinions are almost taken
more strongly than everyone else’s, since everyone is sort of trying to accommodate the Ditto’s ideas.”

6.2.4 Conversational Flow. Many participants were sensitive to factors that affected the natu-
ralness of a conversation, including delays, the use of first-person or third-person language, and
the agent’s engagement model (e.g., if it waits to be called upon or interjects). In fact, speech delays
were the main concern for participants who preferred neither agent (6D, 7D). According to 7D,
“Once people learn there is a delay to respond, we wait and give it time. This can potentially slow
down a meeting...”, and the inability to quickly bounce ideas off of the group members led 6D to
believe that refraining from the use of agents would “allow more efficient communication.” The use
of first-person and third-person language was also a contributing factor. Several Collaborators
disliked the Delegate’s use of third-person language. 9C found it “awkward” and commented that it
“felt more like some random stranger that knows nothing about [Source] is in the room...” In some cases,
it eroded feelings of trust: “Ditto is more believable whereas Delegate has a bit too formal language
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and difficult to convey concise information in a live meeting,” (6A). The difference in perspective
likely contributed to the Collaborators indicating that Dittos, more than Delegates, helped make
the Sources’ thoughts “clear” (𝑊 = 39.0, 𝑝 = .011, 𝑑 = .276’), and appeared to pay closer attention
to them (𝑊 = 46.5, 𝑝 = .025, 𝑑 = .295). However, some participants preferred the indirection of the
Delegate and that is was more transparent about being an AI agent : ”I just liked how it [Delegate]
was framing itself as an assistant rather than impersonating the person.” (7B).

Some participants noticed distinct conversation patterns resulting from treating agents differently
than humans. 9A remarked that, “...when the agents were talking, they were all quiet to listen to
the agent, which doesn’t necessarily happen in real life...” 7A’s comments resonated with this: “I
think there’s an element of where ‘there’s something talking to us’ as opposed to another person in
the conversation.” 3A also felt as though the Collaborators did not acknowledge the Delegate as
they would a regular person: “...it’s almost like they didn’t even consider providing input back to the
Delegate. It was like someone just tossed in this idea, and they were reacting to that idea. But not like a
person had provided it.”

6.3 Relationship Dynamics
The WOz study experience evoked thoughts and considerations regarding new social customs and
practices that would need to develop to accomodate the use of personalized embodied agents.

6.3.1 Social Etiquette and Protocols. Some participants expressed concern that sending an
agent to a meeting instead of attending themselves (6A, 7A, 8A), could be perceived as insulting.
6A likened it to a movie scene where Iron Man sends his empty suit to Spiderman, saying “...if it
were important, I would be there in person.” Others considered matters of reciprocity. 8A stated, “If
one person uses an agent, why not do the same?” Similarly, 7A questioned “Why be at a meeting if
the rest of the participants are Dittos?” These comments indicate that a Source’s presence would be
valued more than their agent. Interestingly, power hierarchies might also impact this perception.
According to 6A, a person of higher rank may be open to interacting with an agent, especially if it
could result in time-savings: “It would be a risk to have managers sending Dittos to one on ones with
their subordinates, but I’m sure it would be hugely helpful for my manager to get a like twice a week –
like what’s [this person] doing?”

6.3.2 Managing Reputational Risk and Accountability. A common concern for Sources was
that agents’ inappropriate actions could damage their reputation. According to 2A, there is a risk:
“...if the Ditto does not do a good job representing me, it may leave the wrong impression in others
working with me.” 7A shared a similar concern: “I guess I’m a bit wary of the idea of it thinking
for itself... ” Some Collaborators similarly identified the risk of negative transfer (6B, 6D, 8D). 6B
stated, “I never knew this side of this person. . . there is this danger, especially in big meetings, of people
just thinking that this is the personality of the person.” In line with this, 8D commented “if it was
someone I didn’t know. Like, I think it might affect how I feel about them.” In the worst case, an agent
could trigger anger at the real person. For instance, despite some frustration from the meeting, 6D
caught herself thinking: ‘I wouldn’t want to go to the person later and be like man, you were a d*** in
that meeting, like you did not listen to me!”

Concerns regarding accountability were also raised by Sources and Collaborators. Some Sources
preferred the Delegate’s visual representation for this reason. According to 4A, “I’d rather a Delegate
represent me... because there’s still a little bit of distrust in the information that was provided... I’d
rather have someone who speaks in third-person, otherwise, their action would hold accountable to me,
right?” 9A echoed a similar sentiment, stating she would prefer the Delegate go on her behalf for
the “separation” aspect of it.
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Several participants also desired follow-ups or escalation mechanisms (3B, 5C, 6B, 7B, 9A, 10A) as
strategies to manage accountability, particularly in cases of uncertainty. Source 9A recommended
that if Collaborators were to disagree with an agent, the agent should “make a note,” and offer
to “circle back” when the Source is available. 3B stated “even after making this decision, I need to
double check with a person - I’m not sure that’s something he agreed.” Sources were also interested in
follow-ups to understand how their agent represented them. As 10A noted, “I would like to receive
a post-meeting report/recording so I could double check that my Ditto represented me accurately.”

6.3.3 Managing Social Impressions. In interviews, some Sources expressed a desire to have
control over their agents, particularly with respect to their personality and behaviors (4A, 6A, 8A,
10A). 10A aptly pointed out: “So I don’t think you have a one size fits all right? I don’t think I can have
a Ditto that can go to every meeting.” 10A went on to say that her behavior around executives would
be different than her behavior among close colleagues. 8A’s comments resonated with managing
their agent’s behavior: “I’d want to be able to customize how much it talks versus doesn’t talk... so
more the functionality of like it going to the meeting... ” 6A also envisaged having some control over
their agent, and elaborated on how he could imagine making such changes:

“...in theory, like if you could make your own character... I’d just put charisma all the way
up to max, and being able to control that meeting to meeting might be nice. Like, if I’m
meeting one on one with the person I work with all the time, my affect changes compared
to like an all hands meeting. So if I could prep the Ditto just saying like - don’t be funny -
this meeting is not the place, and whether that is me having a one on one with the Ditto or
sliding a bar with Sims-like personality bar before the meeting, I think all of that would
be helpful. If I were to train an ideal model, I would say before every meeting I would get
a prompt saying - like - how do you want me to act?” (6A)

While 4A saw possible upsides to tuning an agent, she was disconcerted by the idea that people
might prefer her agent more than her, “... if another colleague, who might be more senior than me,
respected my agent a little bit more than me, then I’d feel a little bit offended, right?!”

6.3.4 Difficulty Arguing with Agents. Some Collaborators’ perceived the agents to be insistent
and unyielding in their views, yet had difficulty ‘arguing’ with them. 2D stated, “the delegate was
very much like this is where I wanna go... not even considering how we could do some combination
of the idea.” 6C complained that speaking to the Ditto was “like talking to a young child who’s not
considerate of other’s perspectives.” At the same time, several participants expressed reluctance
towards ‘arguing’ with the agents. “Arguing with. . . a bot feels really, umm like banging my head
against the wall right?... I don’t wanna start a conversation with a a bot, so... fine, let’s just go with... I
don’t wanna argue with it, AI. ” (5C). In another group, 10B said: “ I felt almost like it’d be harder to
push back, even though I would want to.” 3A also mentioned “It’s hard to argue with a robot.”
What makes these comments striking is that the Collaborators were actually participating in

a WOz experience. Their reactions, impressions, and opinions were in response to the Sources’
authentic responses as they helped to puppet the agents, as opposed to predefined scripts. It is
possible that people’s preconceived notions of the capabilities of AI agents and large language
models may have influenced how meeting agents’ statements and behaviors were interpreted.
Furthermore, these expectations may have important downstream implications when striving for a
balance in power between conversants in hybrid human-agent meetings.

6.3.5 Debrief. Finally, the Collaborators were told that the Ditto and Delegate were actually
being controlled by their colleague. When asked whether they suspected this during the study, most
reported being convinced by the WOz experience. Only two of 39 thought they were actually inter-
acting with humans instead of agents, and seven voiced some suspicion about human involvement.
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7 Discussion
Results from this research help us understand the main opportunities, risks, and effects personalized
embodied agents could have in work meetings. Overall, our investigation provides early evidence
that Dittos could be beneficial to represent users when they are unable to be present. Nevertheless,
there are still many factors that need to be carefully considered to successfully realize this vision.

7.1 Dittos as a Novel Form of AI-MC to Provide New Opportunities for Collaborative
Interactions

We proposed a novel concept of leveraging generative AI to enable personalized embodied
meeting agents that serve as interactive proxies for people who are otherwise unavailable to
attend. Both the focus group and WOz investigations highlighted that people are excited about
the opportunities such meeting agents can afford in the future of collaborative work.
While earlier systems have used the capture and replay of recordings to overcome availability
constraints between team members [13, 31, 46], our work contributes a new technique. Instead
of Collaborators consuming pre-recorded materials and otherwise interacting with the missing
colleagues asynchronously, they are able to synchronously converse with an agent that dynamically
generates and relays content based on its knowledge of its Source. This work is also distinct from
prior literature, in that it explored the concept of using agents as proxies that can advocate for
specific people (i.e., oneself or a work colleague), rather than agents with generic personalities
(e.g., Alexa, Siri, Otter.ai) or agents that resemble public figures (e.g., Meta’s celebrity-based AI
chatbot characters [28]).

As the use of AI in Computer Mediated Communication (CMC) rapidly expands, it can be useful
to other researchers and practitioners in this domain to situate our work with respect to a common
framework, such as the AI-Mediated Communication (AI-MC) framework outlined by Hancock
et al. [16]. Dittos have a sender role orientation, with the optimization goal to reliably represent
the Sources’s perspective in meetings where the Source is unable to attend. Dittos are multimodal
and use audio and video media types, with a very high magnitude of AI-involvement, as well high
levels of AI-autonomy. While outlining the design space, Hancock et al. raised several questions
pertaining to AI-MC, touching upon issues such as self-presentation, impression formation and
trust, transparency, and misrepresentation. Our work contributes empirical insight into the
impact these agents can have in meetings, and highlights that Dittos in particular show promise
in evoking feelings of presence and trust, as well as informing decision making. While it has
previously been known that agents that emit social cues and have anthropomorphic features foster
feelings of trust [39, 40, 43], our findings highlight that closer resemblance to a particular colleague
can amplify this phenomenon in team meetings. Additionally, our work reveals in what scenarios
people would like to use these agents, and how others react and respond to an AI-agent that fulfills
a mediary role in communication between working team members in meeting contexts. In both
the focus group and user study sessions, we discovered that people can appreciate the potential
utility of Dittos to cover for them in meetings they would otherwise be unable to attend themselves.
Nonetheless, this work is a very early stage exploration into a novel concept. As such, people’s
attitudes as captured in this work may evolve to be different in the future, as people gain more
exposure and build more familiarity with this technology over time.

7.2 Ditto Interaction Design Requirements
Our explorations unveiled several pertinent design considerations that must be carefully addressed
before Dittos would be largely adopted. For example, while the AI-MC framework [16] states that
disclosure of the use of AI may not always be necessary, our empirical investigation found that in
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the case of using Dittos in meetings, transparency is critical. In both the focus groups and the WOz
study, many participants believed that it should be visually clear that Dittos are AI-agents rather
than teleoperated avatars, with participants suggesting a cartoon-like appearance rather than a
highly realistic depiction (e.g., deepfake). Based on the dimensions outlined by Garau [14], Mansour
et al. [25], Collaborators value truthfulness over high levels of realism for the use of anthropomorphic
agents in work meetings. This result also aligns with earlier findings [19, 38] that full realism is
undesirable with regards to avatar-like representations for work.
Another critical design requirement is that the Ditto should not disrupt the pace of a conver-

sation. People in our study were very sensitive to delayed responses from agents. Slowness to
respond tended to halt conversation and erode Collaborators’ confidence and trust in the agents.
Collaborators were more likely to dismiss what the agent had to say, if the point it made connected
to a conversation topic that the group had already gotten past. In some cases, it could also exacerbate
perceptions of the agents being stubborn or unyielding, if the delayed comments do not properly
acknowledge a prior comment. Participants also preferred the first-person language of the Ditto
over the third-person language of the Delegate, primarily because the latter added unnecessary
bulk to the conversation and slowed things down. Participants’ sensitivity to delays corroborates
previous research in human robot interaction (HRI) and human agent interaction (HAI), where
latency has been found to negatively impact users’ perception of the experience and their appraisal
of the robot or agent [3, 32, 45].
Although the WOz investigation did not span interactions preceding or following meetings,

participants’ commentary brought to light the importance of follow-up and escalation mecha-
nisms as part of a full end-to-end infrastructure. In cases where the Ditto is unsure or unable to
comment on a topic, it could suggest that it will escalate the issue to the Source, and that the Source
will get back to the Collaborators, which we did not explore in our study. When Collaborators have
doubts about what a Ditto is saying, or are uncertain about whether the meeting outcomes will
be relayed to the Source, a method to request a follow-up with the Source is desirable. In other
words, such mechanisms should operate bidirectionally and will be vital for ensuring accurate
and reliable communication. Without sufficient means to ensure that the agents can be trusted,
people would be inclined to confine the use of Dittos to highly passive or scripted use cases,
such as attending all-hands meetings or delivering pre-prepared presentations. Hesitation around
agent autonomy, and a default preference for more predefined behaviors parallels findings from a
survey conducted by Schiaffino and Amandi [41] on the use of interface agents in mixed-initiative
interaction contexts. However, our findings suggest that user preferences may shift; through an
iterative process of trial and confirmation, both Sources and Collaborators may come to trust Dittos
over time and allow themmore agency. We are curious to see if, over time, people find value in Ditto
participation in meetings compared to the alternatives (e.g., delaying the meeting until everyone is
available, not having a meeting at all and handling it asynchronously instead).

7.3 Design Considerations to Manage Reputational Risk and Accountability
Our results also revealed that a core factor that will affect the social acceptance of Dittos is its impact
on the Source’s reputation and accountability. In both the focus groups and WOz, participants’
generally believed that the act of sending a Ditto to a meeting rather than attending oneself could
be considered rude and could damage their reputation if the circumstances do not necessitate its
use (e.g., illness, timezone differences). Participants also worried that inappropriate agent behavior
during a meeting could have negative repercussions on their professional image. This concern
echoed throughout our focus groups and the user study, and was also a prominent speculated fear
in the investigation by Lee et al. [22]. However, ensuring that the Source’s reputation stays intact
is a multifaceted challenge, that overlaps with a number of key design tensions.
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One core design tension revolves around the Ditto’s degree of speech autonomy. Sources
expressed a strong desire for agents to stick to a script, as it would help ensure that it does not
say anything inappropriate or inaccurate. However, this is at odds with Collaborators’ desired
user experience. In the WOz study, Collaborators did not like it when the agent’s opinions did
not seem to adapt to the group’s conversation. In fact, Collaborators went so far as to reason
that the agents seemed frustratingly unable to adapt beyond their programmed script. This was
a particularly curious reaction, given that the agents’ statements were generated by the human
Sources themselves. It is possible that the Collaborators’ reactions may have been strongly driven
by their projections of having been told that they were interacting with an AI agent, along with
experiencing some communication latency in the conversation, even though they were actually
interacting with a live human. This reaction merits more research in that current user reactions to
interacting with agents may be strongly shaped by what they are expecting as much as how the
agent actually behaves.

Another design tension revolved around visual and vocal resemblance. Despite some notable
pushback during the focus group sessions against using agents that visually resembled the Source,
in our user study, Collaborators preferred Dittos over Delegates. Visual and vocal resemblance also
amplified the sense of presence of the Source in themeeting andwas a strong cue to Collaborators to
think of them. This finding corroborates prior research on synthesized voices that those resembling
one’s own voice [21] or the voices of friends of family [9] can boost feelings of presence. It also had
the effect of inspiring higher levels of Collaborator trust in the agent. While the majority of Sources
also expressed preference for the Ditto representation, it is worth noting that a fraction preferred
the Delegate representation instead. If the agent assumes another identity than the Source’s, it
can help distance the agent’s statements and behavior from the Source. This lends itself towards
“plausible deniability” for Sources, mitigating reputation and accountability risks.

As part of reputational management, some Sources expressed a desire for personality controls
that could enable them to adapt the agent’s demeanor to suit their goals for the meeting at hand.
For example, Sources may want the agent to be more charismatic or assertive in some meetings
to be more effective in negotiations. At the same time, a participant worried that it could lead
to her Collaborators preferring her Ditto over herself , mirroring concerns of “a better version
of me” raised in the investigation by Lee et al. [22] and “prioritizing the machine teammate” as
highlighted by Seeber et al. [43] in a panel discussion on the use of technology-based autonomous
agents. Follow-up and escalation mechanisms may also be useful for managing reputation and
accountability, by allowing Sources to monitor and ensure that the agent behaves appropriately
and performs accurately.

7.4 Navigating Existing AI Biases
Our findings suggested that the overall perception of Dittos is influenced by people’s pre-conceived
notions and expectations aroundAI and agents. For example, participants tended not to viewAI
agents as equal conversation partners to humans, which shaped their thoughts around social
etiquette and protocols. Many participants across both the focus groups and WOz expressed
that it would be insulting to receive a Ditto at the meeting instead of the Source, unless the Source
has clearly cited a sanctioned reason ahead of time, such as a timezone conflict or illness. Our
user study also revealed that trust is impacted by people’s awareness of AI-shortcomings, such as
hallucination. In this study, Collaborators were susceptible to discounting an agent’s statements
if they did not align with their expectations, even though they were actually coming from the
Source themselves. In one instance, when a Source spoke of a Marie Antoinette themed event,
Collaborators presumed this was a case of the AI-hallucinating rather than being representative
of the Source’s true thoughts and opinions, unexpected as they were. Furthermore, in tasking
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participant groups in the WOz study to engage in divergent and convergent thinking together, we
were able to gather insight into how people may treat AI agents in a decision-making scenario.
For example, we learned that people are reluctant to argue with AI, under a belief that it is
futile to change its opinions. While overreliance [6, 37] is a well known issue in AI-research and
literature, our work cautions that people may also be easily swayed by AI in group conversation
settings due to an unwillingness to try and convince an AI of another opinion. This is a large risk
worthy of further consideration and attention in future research on using AI in group conversations.

7.5 Limitations
Although we tried to recruit participants with a broad array of backgrounds, our participants came
from within a single large technology company. As such, our sample likely captured an “early-
adopter” population who had some positive bias towards using novel technologies. Additionally,
the number of participants recruited was relatively small. In future studies, it would be helpful to
recruit a larger sample of participants, from beyond this work’s recruited sample, to uncover a
broader range of insights and gain more statistical power in quantitative analyses.
As noted in Section 5.1, we followed a WOz study methodology to get early reactions to the

concept to shape their development. More research is needed to observe people interacting with
actual autonomous Dittos (and other agents) once they have been implemented.

Given the uniqueness of the Ditto and Delegate concepts, it is probable that there was a strong
novelty effect in the WOz user study, particularly since the experiment spanned a short period
of time. Additionally, the study scenario was based on a single meeting type among close-knit
colleagues, and was limited to involving only one agent rather than multiple. It also did not cover
practices before and after meetings, nor did it span multiple meetings sessions. However, the ability
to seamlessly share and receive information with one’s meeting agent in a kind of feedback loop
will be a critical part of the overall system infrastructure. Hence, in future work, it would be fruitful
to extend this research to cover pre- and post-meeting interactions and protocols, different types of
meetings, different sets of collaborators, including other agents, and varied meeting circumstances.
Conducting a longitudinal study, or a case study of deployments in real meetings would also be
beneficial. Beyond uncovering more about the practices people may develop around the use of this
technology, this may help reveal its potential downstream effects on workplace meeting cultures,
team productivity levels, and workers’ wellbeing. For instance, there is some evidence to suggest
that reducing the frequency in which people need to attend meetings can lessen their perceived
fatigue and workload [24].

Our study demonstrates some of the potential for Dittos to help shape the future of work. Having
confirmed the opportunity, it would be helpful to more extensively investigate associated design and
technical implementation challenges. Besides finding ways to navigate the design tensions noted
in Section 7.3, this includes minimizing response latency, mitigating hallucinations, and creating
pipelines to collect appropriate and reliable user information. Building effective safeguards to protect
against sensitive user information from being leaked is also of great importance. Additionally, more
exploration would be useful to uncover the ethical implications of how Dittos could introduce
problematic interactions, or even be exploited to introduce social harm in the future of collaborative
work. Furthermore, it is important to recognize that the AI landscape is rapidly evolving, triggering
diverse and changing perspectives. The success or failure of Dittos in the future will be impacted
by users’ perspectives of agents, as well as the underlying AI technology, as this sector continues
to evolve and becomes more ubiquitous.
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8 Conclusion
In this work, we proposed and explored the novel concept of a Ditto—a personalized, embodied,
and mimetic agent that would encapsulate a person’s knowledge, appearance, and behavior and
serve as their proxy in a meeting that they would otherwise be unable to attend. Our initial focus
group sessions revealed areas of opportunity and concern, and highlighted divergent opinions
about whether such agents should resemble Sources as Dittos, or represent them as distinct
Delegate entities.
In a follow-up Wizard of Oz user study, we simulated the experience of meeting with a Ditto

and Delegate for multiple working teams to gain more authentic insights. We learned that Dittos
may invoke stronger feelings of presence and trust, but that it is critical to develop methods to
manage concerns around reputational risk and accountability. This investigation also highlighted
that there are design tensions that arise from differing needs and perspectives between Sources
and Collaborators as well as pre-existing notions about interacting with AI agents which work to
shape the experience beyond its actual design. Looking ahead, this work suggests that personalized,
embodied and mimetic agents may play a helpful role in the future of collaborative work, but that
several design and social aspects need to be addressed to maximize the utility of Dittos as proxies
in collaborative online meetings.
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A Appendix - Focus Group Materials
A.1 Sending A Ditto: Imagine you could SEND your Ditto on your behalf to a meeting...

• What kind of meetings would you send your Ditto to?
• What kind of meetings would you NOT send your Ditto to?
• What kinds of factors might impact whether you choose to send a Ditto or not?
• What kinds of things would you want it to be able to say/do?
• What kinds of things would you NOT want it to be able to say/do?
• What pros do you see with being able to send a Ditto when you have to miss a meeting?
• What cons do you see with being able to send a Ditto when you have to miss a meeting?

A.2 Speaking with Someone Else’s Ditto: Imagine you could talk to someone else’s
Ditto...

• What would you want to be able to ask or tell someone else’s Ditto?
• When would you prefer to speak to the real person and not their Ditto? Or voice versa
• What kind of pros can you imagine, regarding speaking to someone else’s Ditto?
• What kinds of cons can you image, regarding speaking to someone else’s Ditto?

A.3 General Thoughts and Concerns
• What are some general thoughts or concerns you have about Dittos?
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• Any comments about what it should look and sound like?

B Appendix - Wizard of Oz Study Materials
B.1 Collaborator - SurveyQuestions
B.1.1 Demographic Questions.

• What is your Participant ID#?
• Please select your age range. [18-24, 25-34, 35-44, 45-54, 55-64, 65-74, 75 and above, I prefer
not to answer ]

• How would you describe your gender? [Male, Female, Non-binary, Prefer not to say]
• What is your current job title (occupation)?

Pause #1! Please wait here until the experimenter tells you to proceed.

B.1.2 Condition Questions. * Note – The term Ditto was replaced with Delegate for the Delegate
condition.

Please indicate how you feel about the statements below. [Strongly Disagree, Disagree, Slightly
Disagree, Neutral, Slightly Agree, Agree, Strongly Agree]

• I was satisfied with the overall meeting experience.
• I trusted what the agent had to say.
• I felt that the views/opinions of my colleague represented by the agent were considered in
the final group decision.

Given your experience of your meeting with the Ditto Agent, please indicate how you feel about
the statements below. [Strongly Disagree, Disagree, Slightly Disagree, Neutral, Slightly Agree,
Agree, Strongly Agree]

• It was beneficial to have the Ditto in the meeting, instead of having my colleague skip the
meeting altogether.

• It would have been better if the Ditto had not been there.
• Having my colleague’s Ditto in the meeting helped me think of them.
• I had the feeling that the real person (my colleague) was attending the meeting when their
Ditto was there.

Given your experience of your meeting with the Ditto Agent, please indicate how you feel about
the statements below. [Strongly Disagree, Disagree, Slightly Disagree, Neutral, Slightly Agree,
Agree, Strongly Agree]

• The Ditto paid close attention to us.
• The Ditto was easily distracted from us when other things were going on.
• The owner of the Ditto’s thoughts were clear to me.

Any additional thoughts or comments about this experience?
Pause # 2! Please wait here until the experimenter tells you to proceed.

B.1.3 Exit Questions.

• The next time your colleague cannot attend a meeting, what would you prefer?
• Have my colleague’s Ditto agent attend the meeting on their behalf.
• Have my colleague’s Delegate agent attend the meeting on their behalf.
• Have neither agent attend the meeting on my colleague’s behalf.

Why do you have this preference?
Thanks! You have reached the end of this survey. Please submit this form. (Please let the experi-

menter know, and they will tell you the next steps!)
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B.2 Collaborator - Semi-Structured InterviewQuestions
(1) What did you think about the two conditions? What would you like to improve?
(2) To what extent did each agent (Ditto/Delegate) evoke thoughts for you about their owner?
(3) To what extent did what each agent (Ditto/Delegate) said match what you felt the real person

would say?
(4) To what extent did the agent (Ditto/Delegate) make you consider the opinions, views, or

values of the real person?
(5) How did they feel about the turn-taking with the agent (Ditto/Delegate)?
(6) Do you feel like the Ditto should always be visually discernible?
(7) Were there any points in time when it seemed that the agent was/wasn’t a real person?
(8) To what extent did the agent (Ditto/Delegate) influence what you said, as if the owner was

there?
(9) How much thought did you give to the real person’s opinion across the conditions? Or how

much cognitive effort did you invest into thinking about the real person’s opinion?
(10) Were there any points in time when the agent (Ditto/Delegate) made you think it was the

real person?

B.3 Source - SurveyQuestions
B.3.1 Demographic Questions.

• What is your Participant ID#?
• Please select your age range. [18-24, 25-34, 35-44, 45-54, 55-64, 65-74, 75 and above, I prefer
not to answer ]

• How would you describe your gender? [Male, Female, Non-binary, Prefer not to say]
• What is your current job title (occupation)?

Pause #1! Please wait here until the experimenter tells you to proceed.

B.3.2 Condition Questions. * Note – The term Ditto was replaced with Delegate for the Delegate
condition.

Please indicate how you feel about the statements below. [Strongly Disagree, Disagree, Slightly
Disagree, Neutral, Slightly Agree, Agree, Strongly Agree]

• I was satisfied with the overall meeting experience.
• I felt my colleagues trusted what I had to say.
• I felt that my views/opinions were considered in the final group decision.

Given your experience embodying the Ditto Agent, please indicate how you feel about the
statements below. [Strongly Disagree, Disagree, Slightly Disagree, Neutral, Slightly Agree, Agree,
Strongly Agree]

• My colleagues paid close attention to me.
Any additional thoughts or comments about this experience?
Pause #2: Thanks! Please wait until the experimenter asks you to proceed.

B.3.3 Exit Questions. The next time you cannot attend a team meeting, what would you prefer to
do?

• Send my Ditto agent to attend the meeting on my behalf.
• Send my Delegate agent to attend the meeting on my behalf.
• Do not send either agent to attend the meeting on my behalf.

Why do you have that preference (selected above)?
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Thanks! You have reached the end of this survey. Please submit this form. (Please let the experi-
menter know, and they will tell you the next steps!)

B.4 Source – Semi-Structured InterviewQuestions
(1) Did you feel there were differences in the way your colleagues treated your Ditto and Delegate

agents?
(2) Did you feel there were differences between the Ditto and Delegate conditions in your ability

to express your thoughts, opinions and preferences?
(3) Did you feel there were differences in the way your colleagues reacted to what your Ditto

and Delegate agents have to say?
(4) Based on your experience observing how your colleagues interacted with your Ditto and

Delegate agents, do you have a preference for how you would like to be represented by an
agent in a meeting?

(5) Are there any improvements that could help the agent more effectively represent you in a
meeting?

(6) What situations would you feel comfortable sending an autonomous agent to represent you
in a meeting?
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