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ABSTRACT 

In comparison to multiple choice or other recognition-ori-
ented forms of assessment, short answer questions have been 
shown to offer greater value for both students and teachers; 
for students they can improve retention of knowledge, while 
for teachers they provide more insight into student under-
standing. Unfortunately, the same open-ended nature which 
makes them so valuable also makes them more difficult to 
grade at scale. To address this, we propose a cluster-based 
interface that allows teachers to read, grade, and provide 
feedback on large groups of answers at once. We evaluated 
this interface against an unclustered baseline in a within-sub-
jects study with 25 teachers, and found that the clustered in-
terface allows teachers to grade substantially faster, to give 
more feedback to students, and to develop a high-level view 
of students’ understanding and misconceptions. 
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INTRODUCTION 

While the impressive scale of modern online courses allows 
a teacher to easily deliver lectures to massive numbers of stu-
dents, interactions in the other direction are still a challenge. 
Dealing with hundreds or thousands of student exams can be 
overwhelming, particularly if they contain responses to 
open-ended questions. At the same time, open-ended assess-
ments have substantial value to both students and teachers, 
as we discuss in detail in the background section. Automated 
approaches to grading open-ended questions reduce the 
workload for teachers, but some benefits of open-ended 

questions depend on the teacher actively reviewing and as-
sessing their students’ answers. 

In this work, we propose a means of maintaining the 
teacher’s involvement while still allowing them to work with 
short answer responses at scale. Our approach uses clustering 
to group student responses into clusters and subclusters. We 
develop an interface giving teachers access to these group-
ings, allowing them to read, grade, and provide feedback to 
large numbers of responses at once.  

Previous research has demonstrated that automatic clustering 
of answers could reduce the number of grader actions re-
quired, potentially improving scalability of instructor grad-
ing for an algorithmically “optimal” grader [2]. In order for 
a grading interface to be effective at scale, though, speed 
alone is not enough. While efficiency is important, teachers 
must also be able to get a sense for trends in students’ under-
standing, as well as give helpful feedback to students with 
misconceptions. In this work, we investigate whether a user 
interface for grading clustered answers would improve effi-
ciency for real teachers, while promoting high quality grad-
ing, feedback for students, and instructor reflection. 

We have created a web application that allows a teacher to 
grade and give feedback on hundreds of responses to short-
answer questions; in our work this refers to answers that 
range from a few words to a sentence in length. In a within-
subjects experiment with 25 teachers, we compared our pro-
posed clustered version of the system, where the grader 
works with automatically clustered responses, to an unclus-
tered (flat) baseline system. We found that teachers were able 
to grade far more quickly using the clustered version, and 
that the resulting grades were of equivalent accuracy when 
compared to a gold standard. Feedback was given to roughly 
three times as many answers, and teachers reported being 
better able to reflect on trends in student understanding. Fur-
thermore, teachers found the new interface to be superior in 
terms of ease of use and overall effectiveness.  

BACKGROUND AND RELATED WORK 
Below, we provide background on the role that assessment 
plays in the education process, and discuss related work on 
peer and automated grading in the context of education re-
search on grading practices, feedback, and reflection. 
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Assessment 

Educational assessment is concerned with measuring student 
ability and aptitude, but the goals and impacts of assessment 
are broader than individual students. Assessment is used for 
quality assurance for educational institutions and programs, 
and influences ways of teaching [7]. Testing also assists 
knowledge retention and can guide learning [1,20]; for ex-
ample, “it is not until students start to work on their assign-
ment that they know whether or what they have learned from 
their studies” [20]. Assessment indirectly influences student 
learning by shaping curriculum design and learning goals 
[7], and teachers often intentionally adapt their teaching 
based on formative assessments [3,19]. Assessment is deeply 
intertwined with most aspects of education; additional re-
search is needed to understand assessment at MOOC scale. 

There are many different forms of assessment available, and 
their use varies widely. For example, in a survey of second-
ary teachers, McMillan found that social studies and science 
teachers reported using objective assessments and quizzes 
significantly more often than English teachers did, while 
English, science and social studies teachers tended to use 
constructed- or open-response assessments more than math 
teachers, and English teachers more than science teachers 
[11]. With MOOCs and other approaches to large-scale edu-
cation becoming increasingly important, multiple-choice 
questions and other highly-constrained assessment instru-
ments offer scalability since submissions can be automati-
cally scored against an answer key. However, Anderson and 
Biddle established that open-ended, constructed response 
questions such as short answers and essays are preferred 
forms of assessment [1]. Open-ended questions are more val-
uable for measuring understanding, application, and reason-
ing [11], and play a critical role in consolidating learning [9]. 
Our work is concerned with making it practical for teachers 
to use short answer questions in MOOCs, where there may 
be hundreds or thousands of responses to grade. 

Grading 

As with assessment strategies, approaches to grading differ 
across grade levels, subject areas, and from teacher to 
teacher. Grading has been a controversial topic in education 
research for most of the past century [5], with much discus-
sion focused on the factors that teachers take into account 
when assigning grades. Studies of grading practice find that 
teachers use a “hodgepodge” of factors in grading, including 
not only achievement but also effort and ability [4,5]. Alt-
hough this contradicts the recommendations of measurement 
specialists [5], more complex and subjective judgments may 
support teachers’ practical needs of managing classrooms 
and motivating students [4]. Whether or not a more objective 
and achievement-oriented approach to grading is desirable, 
we must be mindful that, in practice, there is far more to 
grading than just marking an answer “right” or “wrong.” 

For grading open-ended assessments in MOOCs, one ap-
proach has been automated grading against a carefully au-

thored answer key that attempts to anticipate all possible stu-
dent answers [6,8]. However, designing the answer keys is 
time-consuming, and tuning may require linguistics exper-
tise, making this an unreasonable method for most teachers. 
Alternatively, automated grading can be formulated as a sim-
ilarity task in which a score is assigned based on the similar-
ity between student answer and teacher answer [12]. While 
these automatic methods promise improved scalability of 
constructed-response assessment, it must be mentioned that 
the accuracy of both methods of automatic grading is re-
ported in the range of 84% to 92%, which is less than the 
100% which a teacher strives for, and so understandably, 
there is a lively debate regarding the trade-offs [10,14]. 

Other approaches to grading open-ended assessments in-
clude peer-grading and self-grading. In peer-grading, stu-
dents use a scoring rubric to grade each other’s answers 
[15,17,18]. Students are typically from the same class or a 
parallel class, but some researchers have explored whether 
peers could also be drawn from a crowd of experts [21]. 
There have been claims that peer-grading provides learning 
benefits to graders through the grading exercise itself [17]. 
However, Sadler and Good found no evidence that peer-
grading improves peer performance on subsequent tests on 
the same material [18]. Moreover, while this approach shows 
promise, student biases, self-interest, and lack of expertise 
remain as limitations. 

Feedback  

Feedback, a major area of study in education, provides “the 
comparison of actual performance with some set standard of 
performance” [13] and is known to facilitate learning. A 
great deal of education research has focused on how, when, 
and what feedback should be provided to students in order to 
maximize various learning benefits; recently, focus has 
shifted to student perspectives and perceptions about feed-
back [16]. Research on scalable assessment in MOOCs 
should take into account how effectively feedback can be 
provided to students. Feedback can be pre-authored for mul-
tiple-choice answers, as seen in the tutorial-like feedback 
used by the Khan Academy quizzes (kahnacademy.org), but 
automatically providing feedback for open-response assess-
ments would require pre-authoring feedback for all antici-
pated answers as well as the ability to match answers to feed-
back automatically; this would have many of the same draw-
backs as automated grading. As with grading, there is the 
possibility of peer feedback: in a peer-grading exercise for a 
Coursera MOOC, students gave each other feedback along-
side grades [15]. Analysis showed that negative comments 
were typically longer, but that overall, the comments ranged 
“from neutral to quite positive, suggesting that rather than 
being highly negative to some submissions, many students 
make an effort to be balanced in their comments to peers.” 

Reflection 

Mastery Learning, which has been shown to improve student 
performance in a traditional classrooms, relies on frequent 



use of formative assessment, where teachers use assessment 
to learn about and improve their teaching methods [3,19]. 
For example, teachers may “determine when [students] com-
prehend the explanations and illustrations” so that they can 
supply additional clarification as needed [3]. Grading is an 
important avenue for teachers to gain comprehension of stu-
dent understanding and misunderstanding, but automated 
grading and peer grading cannot offer teachers the same in-
sights they get from grading students themselves.  

CLUSTERED GRADING APPLICATION 

We designed and implemented a web application enabling 
teachers to efficiently grade and give feedback on a large vol-
ume of short answers, while still allowing teachers to control 
the quality of their work and to learn about the general state 
of students’ understandings. This efficiency is created 
through the use of clustering to group and organize similar 
answers. We iteratively designed and developed the applica-
tion with continual testing and evaluation by the authors, 
consultation of the literature on grading practices reviewed 
above, and informal discussions with teachers, educators, 
and graders. The interface is shown in Figure 1. 

A video showing the interface in action can be seen at 
http://research.microsoft.com/~sumitb/grading . 

Target Users and Context 

In our design process, we envisioned an instructor or grader 
in a large online course using open-ended questions on an 
exam or other assignment. The instructor collects the stu-
dents’ answers to a question and provides them to our soft-
ware, which runs a hierarchical clustering algorithm on the 
answers and displays an interface for grading the clustered 
answers. In this work, we focus only on grading, the final 
stage in this process. Below, we briefly describe the cluster-
ing algorithm that our system uses, and then discuss our most 
significant design challenges and decisions. 

Clustering Algorithm 

We clustered short answers using the metric clustering ap-
proach developed and evaluated in [2], which builds a hier-
archy with two levels: the hierarchy may have up to 10 top-
level clusters with up to 5 subclusters in each cluster. There 
may also be miscellaneous clusters or subclusters, containing 
answers that did not fit well into any of the other clusters. 

The clustering algorithm computes a learned distance metric 
over pairs of answers, based on difference in answer length, 
words with matching base forms, tf-idf vector similarity, 
lowercase string match, and Wikipedia-based LSA similar-
ity. The clustering is computed from these distances using a 
version of the k-medoids algorithm. Further details on ra-
tionale, implementation, and evaluation are in [2]. 

Figure 1: Grading a cluster in Question 6. (A) progress bars; (B) a cluster of 81 students, graded mostly correct (blue); (C) the se-

lected subcluster, graded partially correct (yellow); (D) the answer “senate” by 9 students; (E) grading and feedback controls. 



Cluster Exploration 

Our first challenge was designing a layout and organization 
for the clusters that would be easily understandable and sup-
port an efficient process for grading. We considered several 
approaches: for example, we sketched a focused, one-at-a-
time presentation of clusters and subclusters for grading, like 
checking phone messages on an answering machine. How-
ever, we decided this kind of guided design would be too 
constrained; instead, we designed an open-ended hierarchy-
browsing layout that we supposed would be familiar from 
email or file system navigation programs. Users view and in-
teract with lists of clusters, subclusters, and answers in a 
three-column layout (Figure 1). Selecting a cluster causes its 
nested subclusters and answers to appear, while subsequent 
selection of a subcluster filters the answers displayed. This 
design allows users to quickly and easily explore or drill 
down into the answers wherever the contents of a challeng-
ing cluster may demand it. 

Cluster Summaries 

This suggests another design challenge: how to present sum-
maries of clusters and subclusters so as to enable users to 
make informed decisions about where to explore. We proto-
typed several visualization-based techniques with the goal of 
representing the “cohesiveness” or “compactness” of clusters 
and subclusters. For example, since each answer within a 
cluster has an estimated distance from the cluster centroid, 
we created plots showing the distribution of distances within 
the cluster. It became apparent that the distances were often 
not intuitively distributed, leading to confusing or mislead-
ing visualizations, and that these visualizations wasted space 
in clusters with few answers. 

 
Figure 2: A summary of cluster contents. The list of words is 

ordered by average position in the answer text. 

We developed a type of word cloud, a representation of word 
frequency in unstructured text (Figure 2). Unlike typical 
word clouds, we decided to keep the font size of words con-
stant for readability, and to instead vary lightness so that the 
least used words appear nearly transparent. The elegance of 
this solution is that clusters with few answers, or little diver-
sity of answers, have relatively small word clouds. Mean-
while, clusters with a great diversity of answers, which likely 
warrant closer inspection, have large, eye-catching word 
clouds. A weakness of traditional word clouds is that infor-
mation about the order of words in the original text is utterly 
lost. In our word clouds, we order the words according to 
their average position in the answers (normalized by answer 

length). This technique proved a useful improvement on the 
word clouds in many clusters we inspected, though not all. 
In addition, we scaled the height taken up by clusters and 
subclusters based on how many students, not distinct an-
swers, were contained in each cluster (this number is also 
shown in the top left of each cluster, subcluster, or answer 
item). This encourages the grader to spend time first on those 
areas that will benefit the most people. Given the rich litera-
ture in text summarization and visualization in recent years, 
there is a substantial research opportunity in experimenting 
with alternative visualizations for clusters of answers; we 
hope that we as well as others will explore this space further. 

Grading and Feedback Interactions 

The third challenge was to design the operations that the in-
terface should support. It was clear that there would need to 
be a grade action, but it was less clear what the user would 
expect to happen if, for example, they mark a particular clus-
ter Correct, one of its child subclusters Incorrect, and one of 
its child answers Partial. We settled on the following solu-
tion: when the user marks a grade on a cluster as a whole, its 
contained subclusters “inherit” that grade. The user can 
“override” that inheritance on one of the subclusters by 
marking it with a grade. Similarly, individual answers inherit 
the grade of their parent subcluster or cluster unless they 
have been specifically marked by the user. The effect is that 
the user can use grade inheritance to mark a possible grade 
to every answer very rapidly, simply by grading the clusters. 
Following up with closer inspection of the subclusters or an-
swers allows discovery of exceptions which may need to be 
overridden. We developed an identical model for feedback—
writing a feedback message for an entire cluster effectively 
gives feedback to all of the students contained in that cluster, 
but this can also be overridden. To make this behavior more 
apparent to users, we added color-coded grading indicator 
bars to the right side of every cluster, subcluster, and answer 
(Figure 1 B and C). These show the current grade (whether 
inherited or marked directly) in a kind of spatial map of every 
answer in the given cluster or subcluster. 

Grading Controls and Progress Bars 

Finally, we added several features to the interface that make 
it more convenient and more satisfying to use. In the right-
panel of the grading tool (Figure 1 E), we provide a group of 
three buttons for marking grades on the selected cluster, sub-
cluster, or answers, with colors associated consistently wher-
ever grades appear throughout the interface. Below the grad-
ing controls, feedback can be typed for the current selection. 
It is also possible to reuse feedback that was given previ-
ously, a time-saving feature. At the bottom of the right panel 
is the question currently being graded, and the answer key. 

Assuming that graders, facing an overwhelming number of 
answers to grade, would want to see that they were making 
progress, we added progress bars showing the proportion of 
answers with grades and feedback (Figure 1 A). This is more 
complex than it might first seem, since there is actually no 



clearly-defined end point to grading. Anecdotally, it is not 
uncommon in traditional grading to make multiple passes 
through student answers until a satisfactory level of con-
sistency and quality is achieved. Thus, the grading progress 
bar could rapidly fill at the beginning of the grading task, 
when in fact more exploration and checking is needed to im-
prove grading quality. Likewise, since many answers need 
no feedback (particularly Correct answers), the feedback 
progress bar usually never fills. To the left of the progress 
bars is a timer, which counted down from the time-limit of 
20 minutes for the purpose of our study. 

METHOD 

We used a within-subjects experiment design to compare 
clustered vs. flat grading of hundreds of responses to short 
answer questions in terms of efficiency, grade quality, feed-
back to students, and grader insight. The study was con-
ducted online with 25 individuals with teaching experience; 
participants spent up to 20 minutes grading about 200 dis-
tinct answers from each of two questions. Below, we provide 
details on the study participants, question and answer data, 
and experiment design. 

Participants 

Grading is a complex practice balancing many competing 
priorities and concerns, and graders develop expertise and 
tacit knowledge that could have a significant impact on how 
they interact with the software. Therefore, we sought partic-
ipants with teaching or grading experience—at least one year 
of teaching or grading experience within the past five years. 
We also required that they occasionally use email, chat or 
forums, and spreadsheets; and that they used some of these 
tools in their teaching or grading work. They also had to be 
native speakers of English. 

To more easily reach this population, we conducted the study 
online. For recruitment, we worked with a company special-
izing in linguistics crowd-work, which sent our initial 
screening survey to a population of 110 teachers or former 
teachers from its worker pool. Of the 80 who responded, we 
invited 40 qualified individuals. Of these, 25 completed the 
one-hour study successfully, and were paid $15. 

In the group of 25 participants, eight are aged 22 to 34, 
eleven are 35 to 44, and six are 45 or over. All participants 
reported at least 2 years of teaching experience, and about 
half had more than 5 years; the company that assisted with 
recruitment individually vetted these teaching backgrounds. 
Participants’ teaching experience was in a wide variety of 
subject areas, and most people had taught multiple subjects; 
due to the topic of the grading tasks (discussed below) we 
prioritized recruitment for participants who had taught Gov-
ernment, Politics or Civics (9 people), but others were also 
included: 23 participants had taught English, and 12 had 
taught literature; 12 had teaching experience in science, tech-
nology, engineering, or math. Most (22) had experience at 
the middle or high school level; 12 had college- or graduate-
level teaching experience. 

All reported using communication technology such as email, 
forums, or chat multiple times a day, and all but one had used 
email for communicating with students. All participants re-
ported that they use or have recently used the Internet at least 
once a week for their teaching roles, and use spreadsheets at 
least monthly. All but 4 said that they have used computers 
for grading work, 13 out of 25 had done this at least daily. 
Most (19) had taught an online course at least once, and 14 
had done so many times. None had experience with MOOCs; 
the largest class size reported was 120 students. 

Questions to Grade 

Participants in our study graded answers to each of two dif-
ferent short answer questions. We selected a pair of questions 
from the Powergrading Short Answer Grading Corpus [2], 
which includes short answers given by 698 Mechanical Turk 
workers, for 20 questions from the United States Citizenship 
Exam. The questions vary in terms both of scope and diffi-
culty. The corpus also contains grades independently as-
signed by three judges, which we used as benchmark grades 
for comparison to grades from our study participants. 

Because the kind and structure of answers received depends 
on the question, the efficiency of clustered grading may be 
sensitive to the question being graded. We decided to select 
a pair of “average” questions: for each of the 20 questions, 
we calculated the number of distinct answers (some answers 
are identical), the average answer length, the percent of cor-
rect answers vs. the researcher grades, and agreement among 
the researcher grades. We selected Question 4 and Question 
6 (Table 1) because, in terms of these four metrics, they were 
in the middle of the distribution for the corpus, and were sim-
ilar to one another. Question 4 had 196 distinct answers (1-
25 words in length, mean=3.9), and Question 6 had 205 (1-
97 words, mean=6.4). From this point on, we refer to these 
distinct answers as simply answers, for brevity. 

Q4  What is the economic system in the United States? 

Q6 Who or what makes federal (national) laws in the US? 

Table 1: The two questions that were selected for grading in 

the experiment. Participants graded both questions.  

Clustered and Flat Grading Interfaces 

Participants graded the answers to one of the two questions 
using the clustered grading application, discussed above. To 
determine how interacting with clustered answers altered the 
process and results of grading, we created a second, flat ver-
sion of the application which does not use clustering. The flat 
version was designed to provide a realistic baseline grading 
experience, while also preserving as much from the clustered 
version as possible. 

Our assumption in designing the flat version was that in the 
absence of a more specialized tool, most teachers and graders 
would probably attempt to grade short answers by going 
through them one by one. For example, they could grade us-
ing a spreadsheet program, since such software is commonly 
available and familiar. The flat grading interface displays a 



flat list of all of the answers, allowing a workflow similar to 
grading in a spreadsheet. We sort the answers alphabetically, 
a basic step that provides some time-savings because an-
swers that start with the same words sometimes receive the 
same grade or feedback. As in the clustered interface, we col-
lapse duplicated answers. The flat interface (Figure 3) is im-
plemented as a minor variation of the clustered interface. We 
simply remove the two left panels which display the clusters 
and subclusters, allow the Answers panel to expand horizon-
tally, and show all of the distinct answers in alphabetical or-
der. All other aspects of the tool are identical between the 
two versions, facilitating comparison in our evaluation. 

Measures 

Because the study was conducted over the Internet, most data 
was collected through logging of user activities. Selection of 
clusters, subclusters, or answers was logged, as was the ap-
plication of grades or feedback. These events were 
timestamped to show how users progressed through the task. 

In addition to actions over time, we also evaluated the final 
grades given by participants. We created a set of “gold stand-
ard” grades based on the three independent sets of grades 
from the Powergrading Corpus. We selected the subset of 
answers where the three independent graders had unanimous 
agreement (about 82% of answers, for each question). These 
grades are binary (Correct or Incorrect) without partial credit 
as we had in the current study, so we converted our partici-
pants’ grades to match by re-coding partial credit as Correct, 
as this best reflected the rubric used by the graders from the 
corpus. 

We spaced several questionnaires at various points through-
out the study. A Pre-Study Questionnaire confirmed the par-
ticipant’s teaching experience and background information. 
A Post-Task Questionnaire, completed immediately after 
each grading task, asked for impressions and reflections on 
the task, including Likert-type questions about how the inter-
face supported consistent and fair grading, giving feedback, 
and overall difficulty of use. Finally, a Post-Study Question-

naire asked for general comments and direct comparison of 
the two interfaces in terms of speed, ease-of-use, enjoyment, 

and effectiveness. We analyzed the Post-Task questions us-
ing non-parametric Wilcoxon Signed Ranks tests. For the 
Post-Study comparison, we compared how often participants 
chose one interface or the other using chi-square tests. 

One of the items on the Post-Task Questionnaire also invited 
participants to reflect on the students’ answers: “summarize 
how the students did on the question you just graded.” This 
was intended to elicit insights that the teachers may have 
gained while grading which they could have used to improve 
future lessons. 

Procedure 

The within-subjects study consisted of two grading tasks; 
participants graded both questions, and used both interfaces. 
We began by sending the 40 qualified participants a unique 
link to the study website, which randomly assigned partici-
pants to one of four study groups, comprised of both combi-
nations of assignments of conditions (clustered and flat) to 
questions (4 and 6) as well both orders between conditions 
to control for effects from having been exposed to one inter-
face or question before the other. Due to attrition, the final 
set of 25 had 15 participants who started with the flat inter-
face, while 10 started using the clustered interface. 

After assigning participants to an ordering of Question and 
Interface, the study website guided them through the pre-
study questionnaire and a text description of the study, fol-
lowed by the two interface conditions. Each condition con-
sisted of a narrated video tutorial, the grading task itself, and 
a post-task questionnaire. The video tutorial contained in-
structions for the task and an explanation of the given inter-
face. The study then ended with the post-study questionnaire. 
Each task took 20 minutes; the entire study took 1 hour.  

RESULTS 

We begin with an analysis of general participant comments 
about the interfaces, then examine grading speed, quality (ac-
curacy), the amount/quality of feedback given to students, 
and reflections on students’ understanding. 

 Clustered Flat 

Faster 21 4 

More Enjoyable 20 5 

Easier to Use 20 5 

More Effective 19 6 

Better Overall 21 4 

Table 2: Number of participants who preferred each interface 

across various attributes. All differences significant (p < 0.01). 

Interface Preferences 

After using both interfaces, the Post-Study Questionnaire 
asked participants to rate which was faster, more enjoyable, 
easier to use, more effective, and better overall (Table 2). We 
analyzed these responses using chi-square tests; the clustered 
interface was preferred significantly more often in all cate-
gories (p < 0.01 in all cases).  

Figure 3: The flat grading interface. Identical to the clustered 

interface but without the cluster and subcluster controls. 



Additional chi-square tests indicated that neither the question 
being graded nor the order of using the interfaces had signif-
icant effects on these choices. The comments were positive: 

When initially viewing the video on this interface, I was a little 

worried that it might be somewhat complicated and time consum-

ing due to the subcategories. However, I was incorrect. This in-

terface was quite efficient and easy to use. (P15) 

A less skeptical participant described how the clustering was 
helpful for understanding how the students were doing: 

[The clustered interface] worked very well for me, especially 

given the large number of total responses. I found [the flat inter-

face] quite tedious. I found that [the clustered interface] helped 

me to identify student patterns in thinking quite well. (P12) 

Of the few who preferred the flat interface, the main reason 
was the complexity of working with clustered answers: 

[The clustered interface] was just a little too complicated, even 

though some elements of it were easier. There was just too much 

to keep track of […] I found myself having to backtrack and re-

check a lot of answers. (P1) 

Grading Speed 

We next investigate whether the proposed interface led to an 
increase in grading speed. We have provided the raw trace of 
answers graded over time for all participants grading Ques-
tion 4 with the clustered interface (Figure 4) and the flat in-
terface (Figure 5). These charts illustrate the marked differ-
ence in the general shape of the curves (the differences were 
similar for Question 6). Even the fastest participants using 
the flat interface had essentially linear progress; a few cre-
ated sudden jumps by selecting multiple answers and grading 
the bunch. In contrast, the fastest users of the clustered inter-
face show a different and decidedly nonlinear progression. 

 
Figure 4: Answers graded vs. time for Q4, clustered interface 

With the clustered interface, we observe early use of the 
high-level action of grading clusters and subclusters (vertical 
jumps), followed by no actions (horizontal segments) as the 
timer continues. This time was used to check subclusters and 
answers to see if refinements were needed after the first pass. 
With the clustered interface, all participants grading Ques-
tion 4 had assigned grades for all answers after 15 minutes. 
If pressed for time, they could have spent less time checking 
the individual answers, but still would have assigned at least 

a first-approximation grade for every answer. With the flat 
interface, participants could only have progressed more 
quickly by increasing the slope, i.e., by examining more 
items per unit time. If forced to end early, answers would 
have been ungraded; indeed, several participants did not fin-
ish with the flat interface (Figure 5). 

 
Figure 5: Answers graded vs. time for Q4, flat interface 

In order to quantitatively compare the efficiency of the two 
interfaces, we sought an intuitive measure of speed that re-
flects the differences we observed. However, the choice of a 
metric is not straightforward: with the clustered interface, us-
ers both assigned grades rapidly using clusters and drilled 
down more slowly to obtain more accurate grades where 
needed. These two activities were unpredictably interleaved, 
and participants allocated their 20 minutes in different ways.  

We chose to focus on comparing the speed at which partici-
pants could assign an initial grade to all the answers they 
would eventually grade, even if they later corrected some of 
those grades. While such corrections complicate the interpre-
tation, this measure does represent a maximal rate of how 
quickly users could process answers, helping us extrapolate 
to larger datasets. To compute our speed metric, we deter-
mine how many answers the participant ultimately graded, 
and then divide this by the earliest time at which the partici-
pant reached that level of completion. Looking at the curves, 
this is the maximum value divided by the first time at which 
this value is reached; the resulting quantity has units of an-
swers graded per minute. Using this measure of speed, the 
participants had an average speed of 11±3.9 answers/min us-
ing the flat interface and 33±40 answers/min using the clus-
tered interface. This was a statistically significant difference 
(paired t-test, df=24, t=2.92, p<.007). No significant accu-
racy differences were found between questions (4 vs. 6) or 
order (first trial vs. second). 

While this gives an overall sense of the average improvement 
in speed, the relative gain from the clustered interface 
changes over time as it is used. We calculated the amount of 
gain provided by the clustered interface at each point in time, 
averaged across participants. To do this, we combined the 
individual curves (such as in Figure 4) to create average pro-
gress curves for each interface; we then normalized by the 
total number of answers for each question, and plotted the 
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difference between the average clustered and flat curves. The 
result is shown in Figure 6: at each time point, the middle 
curve reflects the fraction of all answers that users of the 
clustered interface had graded beyond what users of the flat 
interface had graded, at that point in time. For example, at 
about 7 minutes, an additional 45% of the answers (about 90 
answers) had been graded in the clustered condition on aver-
age. The greatest gains occurred early in the task; by the end, 
users in the flat condition caught up, as the clustered partici-
pants had already run out of new answers to grade. 

 
Figure 6: Average gain (± one std. dev.) over time, in fraction 

of answers graded, with the clustered vs. the flat interface.  

 
Figure 7: Gain for each participant in the clustered condition 

(over flat) vs. the number of items marked using a cluster or 

subcluster-level action.  

Finally, we were curious to understand where these gains 
were coming from – were participants grading so many more 
answers because they were using the clusters and subclus-
ters, or was it due to some other aspect of the interface? To 
study this, we computed, for each participant, the gain be-
tween their clustered trial and their flat trial, averaged over 
time (i.e., the time-average of Figure 6, but specific to a par-
ticipant). We compared this to the number of answers graded 
using actions at the cluster or subcluster level (Figure 7), re-
vealing a trend that increased use of high-level actions was 
associated with greater gains. 

Grading Quality 

Though the gains in speed using the clustered interface are 
clear, we were concerned that these speeds might be at the 
expense of grading accuracy. We measured grading quality 

by comparing grades against a gold standard, and also asked 
participants about their perceived consistency and fairness. 

In order to test accuracy, we first needed an independent 
standard that we could measure both conditions against. Alt-
hough grading is an individualized process and there is often 
no absolute correct grade for any answer, we chose to use as 
a gold standard the subset of items in which the three graders 
from the Powergrading Corpus [2] had perfect agreement. 
This corresponded to 167 of the 196 items for Q4 and 160 
out of the 205 for Q6; the percent of items judged Correct 
(vs. Incorrect) were 53% and 67% respectively. 

We then measured the accuracy of our participants’ grades 
with respect to this gold standard, only counting those items 
that were marked (i.e., accuracy was not penalized for not 
completing the task). There was not a statistically significant 
difference in accuracy between clustered vs. flat conditions 
either for both questions together (92% vs. 90%, respec-
tively) or either question individually (95% vs. 91% for 
Question 4, 88% vs. 90% for Question 6). In Figure 8, we 
show the accuracy for each participant/condition against 
speed. Contrary to our fears, it appears that the greater speed 
of the clustered interface does not hurt accuracy. This is re-
markable given that the fastest clustered participant (8) 
graded at the rate of 176 answers/minute, compared to the 
fastest flat participant (11), at only 20 answers/minute. 

Figure 8: Accuracy vs. speed (items per minute) for all partici-

pants in all conditions. Note that speed is shown on a log scale. 

Beyond the quantitative measures, we also wanted to know 
how participants felt about the quality of grading they were 
able to achieve. We analyzed the Post-Task questions about 
how well the interface supported grading consistency and 
fairness using a Wilcoxon Signed Ranks test, finding that 
significantly more participants rated the clustered interface 
higher than flat for support of consistent grading (Z=-2.3, 
p<0.022). There was no significant difference for fairness.  

Feedback 

In addition to grading efficiency and quality, we also as-
sessed how well each interface supported graders giving stu-
dents feedback about their answers. We analyzed the amount 
of feedback that participants gave, the feedback itself, and 
participants’ comments about giving feedback.  
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Qualitative analysis of the feedback messages showed that 
most participants took their task seriously and wrote helpful, 
clear messages for students, but there were differing levels 
of effort, ranging from copy-pasting from the answer key to 
writing longer messages incorporating outside knowledge. 
Strategies differed as well: some asked students questions in 
their feedback messages, while others offered specific sug-
gestions for improvement. Below we present a few selected 
examples of feedback messages, for illustration: 

State legislators do not make national laws. The congressional 

members from the States do, but not the states themselves. (P7, 

Question 6) 

Gave you partial credit, as "market economy" is correct. "Free" 

market is too specific. (P14, Question 4) 

Be clear with your response. what role if any does the Supreme 

Court play? (P24, Question 6) 

Participants typed a median of 3 different feedback messages 
(ranging from 0 to 17) over the course of each grading task, 
which did not differ significantly between the two interfaces. 
Each of these distinct messages could be applied more than 
once, to clusters, subclusters, or individual answers, but this 
also did not differ significantly between the two interfaces. 
Participants attached feedback to a median of 11 objects with 
the clustered interface, vs. 18 objects with the flat interface. 

However, using the clustered interface, more answers actu-
ally received feedback (median of 75 answers) than with the 
flat interface (median 18), because this feedback was often 
applied at the cluster or subcluster level and inherited by 
many answers. Because of non-normal distributions, we used 
a Wilcoxon Signed Ranks test to confirm that this difference 
is significant (Z=-3.23, p<0.001). In summary, while exert-
ing the same or slightly less effort to create and attach feed-
back messages with the clustered interface, more than three 
times as many distinct answers received feedback. 

Comments in the Post-Study Questionnaire also indicate that 
the clustered interface made giving feedback easier. Partici-
pants said that the efficiency of grading with the clustered 
interface let them think more carefully about feedback: 

Being able to grade categorized responses makes it easier on the 

grader and allows them to pay closer attention to types of feed-

back needed. (P24) 

Because [the clustered interface] was so much faster, more time 

could be spent giving feedback. (P14) 

The Post-Task Questionnaire asked about how satisfied par-
ticipants were with the amount and usefulness of feedback 
they were able to give. Wilcoxon Signed Ranks tests showed 
that significantly more people were more satisfied with the 
amount of feedback they gave using the clustered interface 
than with the flat interface (Z=-2.4, p<0.018). There was no 
significant difference in reported usefulness of feedback. 

Although participants spent no more effort providing feed-
back, clustering effectively amplified their efforts to impact 
more students, giving them more time to give good feedback. 

Reflection 

One benefit teachers can derive from assessment and grading 
is the opportunity to reflect and learn about student 
knowledge and misunderstandings; we asked participants to 
note patterns and trends in the students’ answers and to com-
ment on how the students did on the question. Across both 
interfaces, most of these reflections were substantive, noting 
several patterns or observations, many of which would have 
been informative to a teacher. For example, P12, after using 
the clustered interface, noted several misunderstandings: 

The vast majority had the response being sought. A fairly large 

subgroup of students correctly identified that the legislative 

branch and executive branch act in concert with the President 

either vetoing a bill or signing the bill into law. A smaller, but 

still significant subgroup was clearly confused regarding the 

branches of government, thinking that the judiciary actually cre-

ates the laws instead of interpreting the laws. (P12) 

A content analysis of these reflections, where we coded for 
attributes such as type and number of patterns detected, tone, 
and length, showed some noticeable differences between the 
two questions that were graded, but did not reveal any sig-
nificant difference between the two interfaces. It appears that 
the participants were able to produce equally detailed and in-
sightful reflections using either interface. Although we did 
not detect a difference in the reflections, other comments in-
dicate that the clustered interface made finding patterns and 
misconceptions easier: 

This format [clustered interface] made it easy to see patterns in 

student thinking, whether correct patterns or errors. (P12) 

This interface does make answer trends more easily identifiable. 

(P6) 

Note that we did not prompt participants with any questions 
that directly asked about this aspect of the system.  

I liked this [clustered] interface better; breaking the answers 

down into clusters allowed me to spot patterns, to be more con-

sistent in grading, and to devote more time to individual answers 

where it wasn't clear whether they were right or wrong. The in-

formation seemed less overwhelming when presented this way, 

so I felt like I was less apt to mis-read or mis-grade any one an-

swer. (P8) 

As this comment summarizes, the clustered interface allowed 
participants to get more answers graded quickly, to give 
feedback to more students, and to extract insights which 
could be used to inform teaching.  

DISCUSSION AND FUTURE WORK 

Our goal in introducing a new approach and interface for 
grading short answer questions was to improve scalability 
and efficiency while allowing teachers to achieve high qual-
ity grades, give feedback to many students, and reflect on 
student understanding to inform their teaching. From our 
quantitative and qualitative results, it seems our clustered in-
terface was successful in all three areas, and substantially 
outperformed the flat baseline. The comments from teachers 



in our study confirmed these benefits and demonstrate the 
usability and efficiency of the clustered interface. 

There are still a variety of questions to consider about this 
approach. First, while we have shown that the interface is 
fast, is it fast enough? In our study, participants had 20 
minutes to grade 698 student response (collapsed to around 
200 distinct answers). For a MOOC with 10,000 students (14 
times larger), while the number of distinct answers would 
probably grow sublinearly, we might still expect around 
2,000 distinct answers. If graders took the entire 20 minutes 
to grade 200 answers, it could take over three hours to grade 
a class of 10,000. However, the fastest users of the clustered 
interface in our study assigned their first-pass grades at a rate 
of 100–200 answers per minute, leaving time to go in at the 
more detailed levels to check and improve their work. As-
suming this strategy, the first pass over 10,000 students could 
take only 10 to 20 minutes (teachers could still identify 
trends in answers and give quality feedback during this time). 
The teacher could then check and improve grades as care-
fully as time permitted, reflecting the flexibility of this ap-
proach. However, further studies with larger data sets are 
needed to see if these extrapolations hold. Different types of 
questions could also lead to changes in the relative gains of 
the method – while our earlier results with an idealized 
grader [2] show similar performance over 10 questions of 
varying scope, we expect to encounter a far wider range of 
response distributions in practice; we hope to explore this 
range in future work via a wider deployment to real courses 
and classrooms. 

Opportunities also exist to further refine and improve the 
clustered interface. In previous work, using the answer key 
and the learned distance metric to “autograde” answers im-
proved efficiency [2]. However, this might increase the risk 
of teachers missing out on insights and ignoring autograded 
clusters that require closer inspection. In fact, one participant 
mentioned that the interface “should emphasize a little more 
that the individual responses must be viewed, as there are 
variations within each category” (P14). This points to an-
other avenue for expansion, that of allowing the teachers to 
refine the clustering with their own judgments and letting the 
algorithm improve its results based on their changes. On a 
related note, the work of one teacher grading a set of answers 
could be leveraged for future classrooms or graders. Finally, 
there is the opportunity to explore more sophisticated text 
visualization and cluster summarization methods which 
could allow teachers to better allocate their attention. We 
hope our further developments, as well as contributions from 
others, can address many of these questions in future work. 
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