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Abstract—The newly adopted MPEG-4 fine granularity scala-
bility (FGS) video coding standard offers easy and flexible adap-
tation to varying network bandwidths and different application
needs. Encryption for FGS should preserve such adaptation capa-
bilities and enable intermediate stages to process encrypted data
directly without decryption. In this paper, we propose two novel
encryption algorithms for MPEG-4 FGS that meet these require-
ments. The first algorithm encrypts an FGS stream (containing
both the base and the enhancement layers) into a single access layer
and preserves the original fine granularity scalability and error
resilience performance in an encrypted stream. The second algo-
rithm encrypts an FGS stream into multiple quality layers divided
according to either peak signal-to-noise ratio (PSNR) or bit rates,
with lower quality layers being accessible and reusable by a higher
quality layer of the same type, but not vice versa. Both PSNR and
bit-rate layers are supported simultaneously so a layer of either
type can be selected on the fly without decryption. The base layer
for the second algorithm may be unencrypted to allow free view of
the content at low-quality or content-based search of a video data-
base without decryption. Both algorithms are fast, error-resilient,
and have negligible compression overhead. The same approach can
be applied to other scalable multimedia formats.

Index Terms—Digital rights management, FGS, fine granularity
scalability (FGS), layered access control, MPEG-4, multimedia
protection, scalable protection, scalable video encryption, selective
encryption, video encryption.

I. INTRODUCTION

SCALABLE coding has been attracting increasing interest
in both the industry and academia due to its flexibility and

easy adaptation to a wide range of applications such as multi-
media streaming. The Moving Picture Experts Group (MPEG)
has recently adopted a new scalable video coding format called
fine granularity scalability (FGS) to its MPEG-4 standard [1].
In MPEG-4 FGS (or simply FGS in the following), a video se-
quence is compressed into a single stream with two layers: a
base layer and an enhancement layer. The base layer is a non-
scalable coding of a video sequence at the lower bound of a
bit-rate range. The enhancement layer encodes the difference
between the original sequence and the reconstructed sequence
from the base layer in a scalable manner to offer a range of bit
rates for the sequence. Fine grain scalability in FGS enables
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one-compression-to-meet-the-needs-of-all applications, which
is very desirable in multimedia streaming and other applica-
tions. Rate reduction and other rate-shaping operations can be
performed directly on a compressed stream without decompres-
sion.

Multimedia digital rights management (DRM) manages all
rights for multimedia from creation to consumption [2], [3].
MPEG has been actively developing a DRM framework, the
Intellectual Property Management and Protection (IPMP), for
the MPEG-4 standard [4], [5]. There are also several commer-
cial DRM products available on the market. A typical one is
the Windows Media Rights Manager from Microsoft [6]. Dig-
ital video encryption plays a critical role in a digital video DRM
system. Early encryption algorithms were developed for non-
scalable formats. With the introduction of scalable video coding,
it is natural to extend video encryption to this new format. Scal-
ability offered by scalable coding poses new challenges to the
encryption system design, and also enables new services that
cannot be offered by nonscalable formats. In designing an en-
cryption system for multimedia in general and scalable multi-
media in particular, the following issues need to be considered.

1) Security. This is an essential requirement for any en-
cryption system. Video encryption has several unique
features that differ from conventional data encryption:
video data has a much higher data rate, and partial
content leakage may be acceptable. Security for mul-
timedia encryption includes two aspects: encryption
perceptual effects (i.e., how much perceptual content
leaks out) and encryption security (i.e., how difficult
to break a security system). Video encryption should
be robust to known-plaintext attacks in particular
since many commercial video sequences start with
well-known short clips, for example, a company logo
clip. Many proposed video encryption algorithms are
vulnerable to known-plaintext attacks.

2) Complexity. Encryption or decryption incurs compu-
tational overhead. Many applications require real-time
video decryption on inexpensive consumer devices
where low decryption complexity is essential. Com-
plexity and security are typically mutually competi-
tive. A tradeoff is often needed in designing a video
encryption system. In some applications, such as early
digital TV broadcasting, security is partially sacrificed
for low complexity [7].

3) Compression overhead. Compression overhead due
to encryption manifests in several ways: coding effi-
ciency may be directly reduced with modified coding
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parameters or input data statistical properties; addi-
tional bits may be added to a compressed stream for de-
cryption parameters, boundary indicators of encrypted
segments, etc. This compression overhead should be
minimized.

4) Error resilience. Errors do occur in multimedia
storage and transmission. Wireless networks are no-
torious for transmission errors. Network packets may
be lost in transmission due to congestion, buffer over-
flow, or other network imperfection. Encryption, with
a block cipher for example, may expand a single bit
error in a ciphertext to many bit errors in the decrypted
plaintext. A well-designed encryption system should
confine the encryption-incurred error propagation,
and enable quick recovery from bit errors and fast
resynchronization from packet losses. Many proposed
multimedia encryption algorithms were designed
under a perfect transmission environment. These algo-
rithms may suffer a great perceptual degradation for
an extensive period should bit errors or packet losses
occur during multimedia streaming.

5) Rate shaping/transcoding on ciphertext. Multi-
media may be processed by many intermediate stages
such as transcoders from creation to consumption.
This is particularly true for a scalable stream where
rate shaping operations can be directly applied without
decompression. When multimedia is encrypted, it is
desirable that these operations can also be applied by
intermediate stages directly on an encrypted stream
without decryption. Otherwise, decryption and re-en-
cryption have to be performed by an intermediate
stage in order to process the multimedia data, which
incurs computational overhead, and, more importantly,
lowers system security since both decryption and en-
cryption keys have to be shared with the intermediate
stage in order to perform an operation.

6) Encryption granularity. Consumers are accustomed
to random and reverse play for audiovisual data. To
meet this requirement, it is desirable to have small
encryption granularity, i.e., data units to be indepen-
dently encrypted are small in size. Small encryption
granularity also helps contain encryption-incurred
error propagation and offer fine grain scalability in an
encrypted stream. On the other hand, small encryption
units may incur higher compression overhead since
each encryption unit may need additional bits to de-
crypt the unit. Small encryption units also make a brute
force attack easier. Encryption granularity should be
designed to balance the conflicting requirements.

Many algorithms have been proposed for video encryption.
The most straightforward approach is the naive algorithm, a
name borrowed from [8], which encrypts a compressed video
stream with a conventional cipher such as the data encryption
standard (DES) [9] in the same way as encrypting text. A naive
algorithm usually has a large computational overhead and the
worst error resilience performance. Rate shaping operations
cannot be performed directly on a ciphertext generated with a
naive algorithm. Another approach is the selective algorithm,

which exploits compression characteristics and encrypts only
important part of compressed video data with conventional
ciphers [10], [11]. The partial data to be encrypted can be
I-frames, I-frames plus all I-blocks in P- and B-frames, or
zero-frequency (dc) coefficients and lower nonzero-frequency
(ac) coefficients of I-blocks. Encryption of I-frames alone
does not provide sufficient security due to exposed I-blocks
in P- and B-frames and inter-frame correlation [8]. A scheme
to reduce the amount of data to be encrypted is described in
[12] and [13], where half of data, i.e., the even-indexed subse-
quence, is encrypted with DES and the rest is replaced by the
XORing result of odd-indexed and even-indexed subsequences.
Another selective algorithm is to randomly flip sign bits of all
discrete cosine transform (DCT) coefficients [14] or sign bits
of differential values of dc coefficients in I-blocks and sign
bits of differential values of motion vectors (MVs) [15]. The
third approach is the scrambling algorithm which, instead of
applying conventional ciphers directly to encrypt video data as
in the other two approaches, hides compression parameters or
applies permutation to the compression process or its output
to prevent unauthorized users from correct decompression. A
simple scheme is to replace the zigzag order with a random
order in mapping a two-dimensional block of DCT coefficients
to a one-dimensional vector in the encoding process [16]. MVs
and selected DCT coefficients can be permuted before entropy
coding [17], [18]. Variable-length coding (VLC) codes can
also be permuted in a format-compliant way [19], [20]. These
algorithms modify the underlying data’s statistical properties,
and therefore lower compression efficiency. An algorithm
which permutes codewords in a compressed bitstream without
incurring any bit overhead is proposed in [21]. Coding tables in
entropy coding can also be permuted [22].

While some aforementioned algorithms, for example most
scrambling algorithms, are equally applicable to MPEG-4
FGS, algorithms designed specifically for scalable formats
have also been reported recently. An algorithm called secure
scalable streaming (SSS), which enables bit-rate reduction
without decryption, is described in [23]. For MPEG-4 FGS,
the approach partitions video data in both the base and the
enhancement layers into packets. All data except header fields
in each packet is encrypted with DES in the cipher block
chaining (CBC) mode. Hints for rate-distortion (RD)-optimal
cutoff points are inserted into unencrypted header fields to
allow RD-optimal truncations. A simple layered access control
algorithm for wavelet image coding is proposed in [24], where
signs of wavelet coefficients in high band layers are randomly
inverted. Selective encryption that encrypts only important data
in quadtree and wavelet image coding is described in [25].

In this paper, we propose two novel encryption algorithms
for MPEG-4 FGS. The first algorithm is called scalable
single-layer FGS encryption (SSLFE), which encrypts a scal-
able stream into a single access layer. The original FGS and
error resilience performance are fully preserved in an encrypted
stream. The second algorithm is called scalable multilayer FGS
encryption (SMLFE) which encrypts a single scalable stream
into multiple quality layers, with lower layers being accessible
and reusable by a higher layer, but not vice versa. Layers can
be partitioned according to PSNR or bit rates. Both PSNR
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and bit-rate layers are supported simultaneously. Block-level
bit-rate reduction can be performed directly on encrypted data.
The base layer in the second algorithm may be unencrypted
to allow free view of the content at low quality. In both algo-
rithms, encryption is applied after entropy coding so there is
no adverse impact on a codec’s coding efficiency. The number
of bits added to an output stream for correct decryption is also
negligible. Both SSLFE and SMLFE are fast and error-resilient.
Preliminary versions of the two algorithms are reported in [26]
and [27], respectively.

This paper is organized as follows. In Section II MPEG-4
FGS and the encryption algorithm used for the proposed algo-
rithms are briefly described. SSLFE is described in Section III
and SMLFE in Section IV. Security of the proposed algorithms
is discussed in Section V. Implementation details and experi-
mental results are reported in Section VI. We conclude the paper
in Section VII.

II. BACKGROUND

A. MPEG-4 FGS

This subsection gives a very brief introduction to MPEG-4
FGS. More details can be found in [1]. In MPEG-4, the video
object (VO) corresponds to entities in the bitstream that can be
accessed and manipulated. An instance of VO at a given time
is called the video object plane (VOP) [28]. The basic idea in
MPEG-4 FGS is to encode a video sequence into a nonscal-
able base layer and a scalable enhancement layer. The MPEG-4
Advanced Simple Profile (ASP) provides a subset of nonscal-
able video coding tools to achieve high coding efficiency for
the base layer. The bit rate of the base layer is the lower bound
of a bit-rate range that FGS supports. The base layer is typically
encoded at a very low bit rate. The FGS profile is used to obtain
the enhancement layer to achieve optimized video quality with a
single stream for a wide range of bit rates. More precisely, each
frame’s residue, i.e., the difference between the original frame
and the corresponding frame reconstructed from the base layer
is encoded for the enhancement layer in a scalable manner: DCT
coefficients of the residue are compressed bit-plane wise from
the most significant bit to the least significant bit. For a tem-
poral enhancement frame which does not have a corresponding
frame in the base layer, the bit-plane coding is applied to the en-
tire DCT coefficients of the frame. This is called FGS temporal
scalability (FGST). FGST can be encoded using either forward
or bi-directional prediction from the base layer. MPEG-4 FGS
provides very fine grain scalability to allow near RD-optimal
bit-rate reduction.

To simplify description in this paper, a VOP in the base
layer is called a base VOP. A VOP in the enhancement layer
is called an enhancement VOP which can be either an FGS
VOP or an FGST VOP. Frames and VOPs are interchangeably
used. MPGE-4 FGS (or simply FGS1) is used frequently in this
paper to include both MPEG-4 ASP and the MPEG-4 FGS
profile, i.e., the coding that generates both the base layer and

1This should not be confused with FGS VOP used in this paper. An FGS
VOP in this paper always means the normal, i.e., the non-FGST, VOP in the
enhancement layer.

the enhancement layer. An FGS stream (or an MPEG-4 FGS
stream) refers to a stream that contains both of these two layers.

In MPEG-4 FGS, video data is grouped into video packets,
which are separated by the resynchronization marker. The
bit-plane start code, fgs_bp_start_code, in the enhance-
ment layer also serves as a resynchronization marker for
error resilience purposes. For the sake of simple descrip-
tion in this paper, both the resynchronization marker and
fgs_bp_start_code are referred to as vp_marker, and the data
separated by a vp_marker is called a video packet. Video packets
are aligned with macroblocks. In MPEG-4 FGS, video packets
are determined at the time of compression, but can be changed
later by modifying resynchronization marker positions.

Due to the different roles they play, the base layer and the
enhancement layer are unequally protected against network im-
perfection in transmission in real applications. The base layer is
typically well protected against bit errors or packet losses, and
is virtually lossless in transmission. The enhancement layer, on
the other hand, is lightly or not protected against network imper-
fection. In this paper, we assume that the base layer is lossless
transmitted.

B. Chain & Sum (C&S) Encryption Algorithm

In this paper an encryption cell, or simply cell, is defined as
a chuck of data that is independently encrypted. An encryption
cell in both SSLFE and SMLFE is encrypted with the C&S en-
cryption algorithm proposed in [29] with minor modifications.
In the C&S encryption, a cell is first processed by a CBC-like
primitive in which the block cipher is replaced by a pair of in-
vertible universal hash functions that are applied alternatively.
The output blocks (i.e., “words” in [29]) are summed up and
written in place of the next-to-last block. The resulting last two
blocks, called pre-MAC (message authentication code), are en-
crypted by a block cipher with a key, i.e., the video encryption
key of the video sequence in our proposed algorithms. This
encrypted pre-MAC is implicitly a MAC value for the cell. The
pre-MAC combined with is input to a stream cipher to en-
crypt the remaining blocks. Although we do not mention it ex-
plicitly in this paper, it should be understood that the parame-
ters of the invertible universal hash functions used in the C&S
encryption are also part of the keys in encryption of a video se-
quence. The whole process can be reversed to recover the plain-
text. When a cell contains a trailing partial block, pre-MAC is
calculated with the aforementioned procedure as if the partial
block does not exist. The partial block is then encrypted by the
stream cipher along with other non-pre-MAC blocks. Details for
the C&S encryption can be found in [29].

Since a keyed hash value (i.e., pre-MAC) of a cell is used as
part of the key to a cipher to encrypt the cell itself, a single bit
difference in a plaintext results in an uncorrelated ciphertext.
This effect can also be achieved with other encryption algo-
rithms, for example, a block cipher in the CBC mode where dif-
ferent initial vectors (IVs) are used for different cells. These IVs
have to be inserted into the output in video encryption, which in-
curs compression overhead. The C&S encryption, on the other
hand, does not incur any compression overhead since the keyed
hash value replaces part of the underlying data to be encrypted.
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This high sensitivity of ciphertext to plaintext without any com-
pression overhead is very desirable in encrypting scalable video
since it allows smaller encryption cells thus finer grain scala-
bility without worrying about compression overhead, and makes
the encryption robust to known plain-text attacks (see the dis-
cussion in Section V).

The C&S encryption can be considered as an enhanced
stream cipher where part of the input key is a hash value of the
data to be encrypted. Since all the data except the pre-MAC
is encrypted with a stream cipher, the C&S encryption is very
fast. It is reported in [29] that the pre-MAC calculation speed
was approximately 350 Mbps (“bps” means bits per second)
on a Pentium 266-MHZ system when the operation was imple-
mented in assembly language on the field .

These advantages of the C&S encryption are gained at the
cost of others. Compared with a block cipher in the CBC mode,
the C&S encryption has a disadvantage that one bit error, es-
pecially when it occurs in the encrypted pre-MAC, may affect
many bits or even the whole cell. The CBC encryption, on the
other hand, can contain a bit error within the current block that
the wrong bit lies and the next block. This is not a significant dis-
advantage in video encryption since the CBC decrypted data in
this case is unlikely to be decodable by the codec following the
decryption module. A careful alignment of encryption cells with
the underlying compression structure can alleviate this error
propagation problem. Another disadvantage is that identical in-
puts produce identical ciphertext outputs in the C&S encryption
but different outputs in the CBC encryption, thanks to different
IVs being used in encrypting each input in the CBC encryption.
This identical-input-identical-output may be a serious vulnera-
bility in cryptography but is acceptable in video encryption, as
we will explain in Section V.

After a careful comparison of different encryption algo-
rithms, we choose the C&S encryption as the encryption
algorithm in our proposed algorithms. It is worth noting that
other encryption algorithms can also be used in our algorithms,
with possibly minor changes.

III. SCALABLE SINGLE-LAYER FGS ENCRYPTION (SSLFE)

A. Base-Layer Encryption is Not Enough

The goal for SSLFE is to provide a lightweight encryption
that preserves the full fine grain scalability and the error re-
silience performance of MPEG-4 FGS after encryption. An in-
tuitive approach is to extend selective encryption algorithms
proposed in [25] to FGS where the base layer is encrypted but
the enhancement layer is not encrypted. Since the enhancement
layer uses base VOPs as references, it seems that such an ap-
proach does not leak much visual information of the content.
This conjecture is valid if we are only concerned about each
individual frame. For a video sequence, this intuitive approach
leaks important visual information. We have performed the fol-
lowing experiment to find out how much visual information this
approach leaks out: a QCIF video sequence is compressed into
a base layer at around 50 kbps and an enhancement layer at 1.0
Mbps. During decompression, the pixel values in the base layer
are set to 0 (or other fixed values) to mimic unavailability of
the encrypted base layer. The enhancement layer is then used

to reconstruct the video sequence. The QCIF sequences listed
in Table I of Section VI were tested. We had the following in-
teresting observations for the reconstructed sequences: The vi-
sual effect for each frame was about the same as that of SSLFE
in the full encryption mode (see Fig. 2). No meaningful vi-
sual information could be extracted from each individual frame.
When a reconstructed sequence was played, however, the out-
lines and trajectories of moving objects were readily visible.
Moreover, we could easily identify what these objects were and
what they were doing. This phenomenon can be explained by
the strong correlation among neighboring frames in a video se-
quence. When reference base VOPs are strongly correlated, a
series of enhancement VOPs reveal some content information.
Such content leakage may be unacceptable in many applica-
tions. We conclude that encrypting the base layer alone is not
enough in general to protect FGS streams. SSLFE described
next removes this vulnerability with a lightweight encryption
on the enhancement layer, too.

B. Details of SSLFE

SSLFE exploits the FGS features mentioned in Section II-A,
and applies different encryption schemes to the base layer and
the enhancement layer. The base layer is encrypted in either a se-
lective or a full encryption mode. This is similar to conventional
encryption algorithms for nonscalable coding. A lightweight se-
lective encryption is applied to the enhancement layer to make
the encryption transparent to intermediate processing stages. In
this way, the FGS is fully preserved in an encrypted FGS stream.

1) Base-Layer Encryption: The base layer can be encrypted
in either a selective or a full encryption mode. The C&S en-
cryption is used to encrypt each cell. In the selective encryp-
tion mode (SEM), the dc values with known number of bits
(i.e. intra_dc_coefficient and dct_dc_differential), the sign bits
of DCT coefficients, and the MV sign bits (i.e., the sign bits of
horizontal_mv_data and vertical_mv_data), as well as the MV
residues, horizontal_mv_residual and vertical_mv_residual, are
extracted from each base VOP to form an encryption cell. After
encryption, the corresponding bits in the ciphertext are placed
back to write over the original bits. In the full encryption mode
(FEM), the entropy-coded video data except the VOP header
forms an encryption cell for each base VOP. The VOP start code,
vop_start_code, serves as the separator header for each encryp-
tion cell. When resynchronization markers are used (i.e., the flag
resync_marker_disabled is set to 0), an alternative FEM scheme
is that the video data in each video packet forms an encryption
cell. In this alternative scheme, the encryption cell separator is
the resynchronization marker, and a base VOP may contain sev-
eral encryption cells. There will be no more discussion on this
alternative scheme since we have assumed lossless transmission
for the base layer in our design.

In FEM, there is a slim chance that ciphertext emulates the
encryption cell separator. To deal with this case, a one-bit flag
called emulation flag is inserted into the header of each base
VOP. If emulation occurs in a base VOP, the corresponding
emulation flag is set to 1, followed by a custom header, en-
cryption_block_size, which indicates the size of the VOP. If



226 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 7, NO. 2, APRIL 2005

Fig. 1. Block diagram for the keys used in SSLFE.

there is no emulation, the emulation flag is set to 0 and en-
cryption_block_size is not inserted. Both the flag and encryp-
tion_block_size are unencrypted.

2) Enhancement Layer Encryption: Encryption for the
enhancement layer in SSLFE is designed to be a lightweight,
format-compliant, selective encryption to preserve the fine
granularity scalability of MPEG-4 FGS. Fig. 1 shows the keys
used to encrypt FGS and FGST VOPs in the enhancement layer.
In the FGS VOP encryption, the pre-MAC from the encryption
of the reference base VOP is used as the content-based key .
This is combined with the video encryption key , as well
as a fixed text such as “Enhancement Layer”, as the input to a
stream cipher to generate a random binary matrix of the same
size as the VOP. The sign bit of a DCT coefficient in the FGS
VOP, should it appear, would XOR the random bit at the same
position in the random binary matrix. In this way, if there is any
packet loss, received packets can still be correctly aligned with
the random bits. A fixed text is needed as part of the key to the
stream cipher since and (i.e., the pre-MAC) are also the
input to the stream cipher of the C&S encryption in encrypting
the reference base VOP. The fixed text ensures that uncorrelated
random sequences are used when the same stream cipher is
used to encrypt both base VOPs and enhancement VOPs.

For FGST VOPs, the sign bits of DCT coefficients are en-
crypted as in the FGS VOP encryption. In addition, the MV
sign bits and the MV residues are also encrypted by a random
sequence in the same way as encrypting the DCT sign bits.
The content-based key in encrypting an FGST VOP is de-
termined according to how the prediction is used in encoding
the FGST VOP. All the pre-MACs from encryption of the base
VOPs that the prediction is based on are combined as the con-
tent-based key for the FGST VOP.

It is possible that predictions in several FGST VOPs use the
same reference base VOPs. To prevent correlated random se-
quences from being used in encrypting these FGS VOPs, an
FGST VOP index is also used as part of the key to the stream
cipher, as shown in Fig. 1. This index is inserted as a custom
header into the FGST VOP header. The index also serves as
an FGST VOP identifier in case some FGST VOPs are lost.
FGST VOP indexes can be reused in different groups of FGST
VOPs since different groups use content-based keys from dif-
ferent base VOPs, and we are only interested in the FGST VOP
order within the same group. Two to three bits are enough for
the FGST VOP index in most applications. This inserted index
is preferred over a time stamp in the FGST VOP since some typ-

ical operations performed by an intermediate stage may change
the time stamp, which may render a wrong random sequence to
be used at decryption.

C. SSLFE Performance Discussion

SSLFE generates fully format-compliant streams in SEM
but only the enhancement layer stream is format-compliant2 in
FEM. In either SEM or FEM, encryption is applied after entropy
coding, and has no adverse impact to codec’s coding efficiency.
There is no single bit added to the output in encrypting the base
layer in SEM. Therefore, the base-layer encryption in SEM
incurs no compression overhead. The base-layer encryption in
FEM, on the other hand, adds one bit, i.e., the one-bit emulation
flag, to each base VOP. This is an overhead of 30 bps if there are
30 base VOPs per second, or 0.06% of the base-layer bit rate if
the base layer is compressed at 50 kbps. Another potential over-
head for the base-layer encryption in FEM is the custom header,
encryption_block_size, which is used to indicate the base VOP
size when ciphertext emulates the encryption cell separator,
vop_start_code, which is 32 bits [28]. The probability that
emulation occurs is . Therefore the compression over-
head caused by inserting encryption_block_size is statistically
negligible. For the enhancement layer, FGS VOP encryption
does not incur any compression overhead but FGST VOP
encryption adds up to 3 bits per FGST VOP, which is typically
about 70 bps or less overhead (depending on number of FGST
VOPs per second). This overhead is very small as compared to
a typical bit rate of 1 Mbps or higher for the enhancement layer.
The overhead increases if the enhancement layer is truncated
but it is still very small. We conclude that SSLFE has negligible
compression overhead.

As we mentioned in Section II-A, the base layer is highly
protected against network imperfection. We can assume that the
base-layer transmission is lossless in analyzing the performance
of SSLFE. The enhancement layer is encrypted by a stream ci-
pher so encryption does not cause any error propagation. Each
encrypted field (i.e., the sign bit of a DCT coefficient, etc.) is
decrypted by XORing with a field at fixed position in a random
sequence so any received data can be decrypted.3 In conclusion,

2If FGST is used, an index is added to each FGST VOP as a custom header.
This should not affect the format-compliance.

3If the FGST VOP index is lost, a received FGST VOP cannot be correctly
decrypted. Since the index is packetized with the VOP header in transmission,
loss of the header packet makes it impossible to decompress the received VOP
either, even without any encryption.
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an FGS stream encrypted with SSLFE has exactly the same error
resilience performance as FGS when bit errors or packet losses
occur (to the enhancement layer). In other words, SSLFE is error
resilient.

In MPEG-4 FGS, it is the enhancement layer which offers
fine grain scalability. Since the output of the enhancement
encryption in SSLFE is format-compliant, and each encrypted
field is encrypted in situ, any scalable operations could be
performed directly on the encrypted enhancement layer as if
the layer were not encrypted. SSLFE enables the full FGS in
encrypted streams.

SSLFE itself is a selective encryption algorithm where the
major computational overhead is on the base-layer processing.
In MPEG-4 FGS, the base layer is encoded at a much lower bit
rate than the enhancement layer. Only a small portion of data
needs to be processed in SSLFE. Since the C&S encryption is
very fast, SSLFE is efficient and fast, too. Experimental data on
processing speeds of SSLFE will be reported in Section VI.

IV. SCALABLE MULTILAYER FGS ENCRYPTION (SMLFE)

SSLFE described in the previous section encrypts the entire
MPEG-4 FGS stream into a single access layer with a single
access key. This access mode is exactly the same as the non-
scalable video encryption. MPEG-4 FGS is scalable at a fine
grain scale. A single FGS stream can be encrypted into scalable
multiple quality layers to provide multiple accesses to different
qualities. This is exactly the goal for SMLFE to be described in
this section. SMLFE encrypts FGS video data (FGS headers are
excluded) into different quality layers. Each quality layer has
its own access control. Quality layers can be divided according
to PSNR (the PSNR layers) or to bit rates (the bit-rate layers).
These two types of quality layers serve different application sce-
narios. The PSNR layer is a natural choice if we separate quality
layers according to different visual qualities targeted at local
play or other applications, although it is well known that PSNR
is not a good measure of perceptual quality. If a video sequence
is targeted for streaming over a network, the bit-rate layer is a
natural choice. A single type of quality layer does not work well
for both scenarios since each frame may have variable number
of coded bit planes or bits. SMLFE supports both layer types
simultaneously. A media server can select directly from an en-
crypted stream a quality layer of either type to send. SMLFE al-
lows a higher quality layer to access and reuse the data of lower
quality layers of the same type, but not vice versa. The protec-
tion of the two different layer types is orthogonal, i.e., a right to
access a layer of one type does not make the layers of the other
type also accessible, or vice versa.

The base layer may be exposed without encryption in SMLFE
to provide a free view of the content at a low quality. This is de-
sirable in many applications. For example, a potential consumer
can skim video content before purchase. Another example is
that a content-based search in a video database consisting of en-
crypted video sequences can simply work on the unencrypted
base layer without decrypting any video sequences. In the fol-
lowing description of SMLFE, we assume that the base layer is
not encrypted. It is trivial to encrypt the base layer as another
quality layer if necessary.

A. Design Assumptions

The following two assumptions on multimedia transmission
have been made in the design of SMLFE:

• a transport packet should contain complete video
packets so a video packet is either received as a whole
or completely lost when packet loss occurs;

• a transport packet should contain the information to
derive the indexes of the video packets it contains so
a received video packet can be decoded to the right
position in transmission with packet losses;

To meet the first assumption, a format-aware packetizer is
needed for transport packetization. The above two assumptions
are valid for most multimedia networks in real applications. Fur-
thermore, we also assume that video packets do not change after
compression. In MPEG-4 FGS, video packets are determined at
the time of compression, but they can be changed after com-
pression by moving around, removing, or inserting resynchro-
nization markers. This restriction on the video packet may have
adverse impact in some applications, but should be acceptable
in most applications.

In MPEG-4, the size of a video packet is typically kept below
a threshold. If the number of bits contained in the current video
packet exceeds a predetermined threshold, a new video packet
is created at the start of the next macroblock [28]. The size of
a video packet may still vary greatly because the most signifi-
cant bit-plane may have much less number of bits (recall from
Section II-A that the bit-plane start code also servers as a video
packet separator), and also because the last video packet in a bit
plane may be much smaller than others. The latter case can be
avoided by adjusting the sizes of the previous video packets of
the same bit plane. We can assume that the latter case does not
occur in the design of SMLFE.

B. Details of SMLFE

In SMLFE, the video data in each video packet forms an en-
cryption cell which is independently encrypted with the C&S
encryption. The existing separator vp_marker is used as the sep-
arator for each encryption cell. When a ciphertext emulates the
separator vp_marker, a technique similar to the one described
in Section III-B1 can be used. More precisely, a one-bit emula-
tion flag is inserted to the enhancement VOP header. The flag
is off by default. If emulation occurs in any video packet of an
enhancement VOP, the flag is set to on, followed by a custom
header, emulation_info, which lists the indexes and sizes of the
video packets in which emulation occurs. If the emulation flag
is off, emulation_info is not inserted.

If the number of bits in the most significant bit-plane is too
small, several video packets are combined together to form a
large enough encryption cell. A custom marker merged_vp is
inserted into the enhancement VOP header to indicate such a
case (see below). In our experiments, only the most significant
bit-plane may need to merge into the next video packet, so one
bit for merged_vp is adequate.

A PSNR layer is a group of adjacent bit planes in each en-
hancement VOP. A bit-rate layer is a group of adjacent video
packets. Each layer of either type is therefore aligned with the
video packets. A content owner can specify where to separate



228 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 7, NO. 2, APRIL 2005

a PSNR or bit-rate layer according to a video’s characteristics
and business needs, which is beyond the scope of this paper.
Suppose that for each enhancement VOP all the bit-planes are
partitioned into adjacent groups to form PSNR layers, and
that all the video packets are partitioned into adjacent groups
to form bit-rate layers, the data of the enhancement VOP is
then partitioned into different segments , where

and . There exists some correla-
tion between PSNR layers and bit-rate layers. For example, a
low PSNR layer is likely to share data with a low bit-rate layer
but unlikely to share with a high bit-rate layer. This means that
some segments out of the total segments per enhance-
ment VOP are likely to be empty (i.e., of length 0).

In SMLFE a set of different keys are inde-
pendently and randomly generated for each video sequence.
The key is used to encrypt the corresponding segment

for each enhancement VOP, where and
. Instead of a single video encryption key

in SSLFE described previously, SMLFE has segment
encryption keys for a video sequence.4 These keys are reused
in encryption of each enhancement VOP. A nonempty segment

is first partitioned into video packets, and the video data
in each video packet form an encryption cell to be encrypted by
the C&S encryption with the segment key .

When a user gets the right to access to a certain quality layer,
all the keys for that and lower quality layers of the same type
are sent to the user. For example, if the layer a user has the
permission to access is the PSNR layer , then the keys

, where and , are sent to the user. In
this way, a right to access a quality layer can also access lower
quality layers of the same type. Higher quality layers of the same
type and quality layers of a different type are not accessible.
Note that in a DRM system, these access keys are packed as
part of a license sent to a user.

There is no need to use a marker to separate PSNR layers
since the separation points are the same for all the VOPs. The
existing MPEG-4 FGS bit-plane start code serves such a pur-
pose. Separation points for bit-rate layers, on the other hand,
vary from one VOP to another. In SMLFE no marker is actu-
ally inserted into a bitstream to separate bit-rate layers. Instead,
a custom header smlfe_vop_info is inserted into the header of
each enhancement VOP to indicate how many video packets an
enhancement VOP has at the encryption time. A few additional
bits are also added to register possible minor variations from the
general grouping rule for video packets to allow a fine-tuned di-
vision of bit-rate layers for each VOP. This approach is feasible
since MPEG-4 tries to maintain video packets at a constant size
[28]. The previous mentioned marker merged_vp and the one-bit
emulation flag are also placed into smlfe_vop_info. From our ex-
periments, 24 bits are adequate for most applications. Because
of the second assumption in Section IV-A, bit-rate layer sep-
aration points can be derived from this 24 bit custom header
even under the circumstance that some video packets are lost in
transmission. This guarantees that the right key is used in de-
crypting each received video packet. In applications where the

4For security reasons, these keys can be updated in the middle of a sequence,
esp. when the sequence is long. In this case, a video sequence has more than
T �M video encryption keys.

2nd assumption is invalid, a bit-rate layer index header has to
be inserted into the unencrypted part for each video packet to
indicate which bit-rate layer the video packet belongs to. Eight
different bit-rate layers, i.e., a bit-rate layer index header of three
bits, should be enough for most applications.

Note that in streaming applications, it may be advantageous
for a streaming server to derive bit-rate layer separation points
so that no bandwidth is wasted in sending extra data that an end
user cannot access. Another method is to use an assistant file
which contains all break points for bit-rate layers. This assistant
file is used by a streaming server without sending to end users
so it does not consume any end user’s bandwidth.

C. SMLFE Performance Discussion

Like SSLME, encryption in SMLFE is applied after compres-
sion so the underlying codec’s coding efficiency is not affected.
As described above, smlfe_vop_info adds 24 bit to each en-
hancement VOP. This causes 720 bps overhead for a 30 frames
per second video sequence. Compared to a 1 Mbps or above bit
rate that the enhancement layer is typically compressed to, this
overhead is negligible. In the case that a ciphertext emulates the
video packet separator vp_marker in a VOP, emulation_info is
added to the enhancement VOP. In MPEG-4, the resynchroniza-
tion marker is at least 17 bits and fgs_bp_start_code has 27 bits
for identification [28]. This means vp_marker has at least 17 bits
in length for identifying the header, which implies that the prob-
ability that vp_marker is emulated is or less. In other
words, the compression overhead caused by inserting emula-
tion_info when emulation of vp_marker occurs is statistically
negligible. In conclusion, SMLFE has negligible compression
overhead.

Let us look at SMLFE’s error resilience performance. Under
the two assumptions described in Section IV-A, a received
video packet can be correctly decrypted regardless of loss of
other packets, as long as the aforementioned custom header,
smlfe_vop_info, is received. smlfe_vop_info is transmitted
with the VOP header. When smlfe_vop_info is lost, the VOP
header is lost, and the whole VOP is not decodable regardless
of whether the VOP is encrypted or not. Therefore SMLFE
incurs no adverse effect to the error resilience performance of
MPEG-4 FGS when packet losses occur. In other words, the
algorithm is robust to packet losses.

In MPEG-4, if bit errors occur and the Reversible Variable
Length Codes (RVLC) is not used, the video packet that contains
bit errors is typically discarded. Using RVLC reduces coding ef-
ficiency. In SMLFE, a bit error in an encryption cell extends to
many bits inside the cell after decryption, but never extends to
other cells, thanks to independent encryption of each cell. Only
the affected cell is discarded in this case. Since an encryption
cell is aligned with a video packet (except possible video packets
from the most significant bit-plane), the algorithm has no ad-
verse impact to the final result when bit errors occur. In conclu-
sion, SMLFE is robust to both bit errors and packet losses.

In SMLFE, video data is encrypted in a full encryption mode.
This prevents an intermediate stage from being able to perform
RD-optimal truncation or other fine grain scalable operations
directly on an encrypted cell. Instead, a coarser, video-packet-
level truncation is supported in the SMLFE encrypted stream.
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Under the first assumption in Section IV-A, video-packet-level
truncation is enough for transmission, even though such a block-
level truncation may not necessarily be RD-optimal for an arbi-
trary desired bit rate. This coarse scalability in the encrypted
stream should not have a significant adverse impact to the ap-
plications that SMLFE is designed for where scalable multiple
access layers are desirable.

The full encryption in SMLFE also has some but limited ad-
verse impact to the processing speed. In SMLFE, a large amount
of data has to be encrypted. Encryption is generally not an issue
since, like the MPEG-4 FGS compression, it is applied only
once. Intermediate stages can perform video-packet-level scal-
able operations directly on an encrypted stream without decryp-
tion or re-encryption. The major potential computational impact
is on the client side where decryption is performed. Since the
C&S encryption is simple and fast. Decrypting a large amount
of data is not a significant overhead in most applications.

We conclude this section by pointing out that SSLFE and
SMLFE are designed for different application scenarios with
different features. We do not believe that one algorithm can be
replaced by the other.

V. DISCUSSION ON SECURITY OF SSLFE AND SMLFE

As we mentioned in Section I, security for video encryption
involves two different aspects. One is the visual effect, i.e., how
much visual information leaks after encryption. The other is the
system security which is the robustness of the system against
cryptanalysis. Tolerance to visual content leakage and judgment
of the success of an attack depend on applications. For example,
in military and other high security applications, any unautho-
rized disclosure of visual content, due to either the system de-
sign or an attack, may be considered failure for the system. On
the other extreme, some video applications may consider partial
content leakage acceptable as long as the visual quality for an
unauthorized access is much lower than the quality associated
with authorized access. In addition to the attacks well studied in
cryptanalysis, strong correlation in video may be exploited by
some signal processing algorithms such as error concealment
techniques in an attack. With this in mind, we would like to
have a somewhat intuitive discussion on the security of the pro-
posed algorithms. Rigorous cryptanalysis is much more chal-
lenging and is beyond the scope of this paper. The visual effects
for SSLFE will be reported and discussed in Section VI.

Both SSLFE and SMLFE use the C&S encryption as the un-
derlying cipher. The security of the C&S encryption plays a crit-
ical role in the security of the proposed algorithms. The C&S
encryption can be considered as an enhanced stream cipher. Its
security depends on the stream and block ciphers used in the
algorithm, and the pre-MAC as a keyed hash value. If the field

is used, it has been proved in [29] that the pre-MAC
calculation is an almost 2-universal hash function with a colli-
sion probability of . The 62 bit pre-MAC is encrypted by
a block cipher. Break of the block cipher encryption reveals the
pre-MAC and the video encryption key in SSLFE or the seg-
ment encryption keys in SMLFE which can be used to further
reverse the stream cipher encryption. The security of the C&S
encryption is therefore at the same level of a 62 bit block cipher

encryption in the Electronic Codebook (ECB) mode. In the pro-
posed algorithms, most of the data to be encrypted are processed
by the stream cipher in the C&S encryption. The block cipher
encrypts much less data.

It is important that a video encryption algorithm is robust
to known plain-text attacks since many commercial video se-
quences start with a well known short sequence. Both SSLFE
and SMLFE are robust to known-plaintext attacks, thanks to the
pre-MAC, a keyed hash value of the data to be encrypted, used as
part of the key to a stream cipher to encrypt the transformed data
obtained in the process of the pre-MAC calculation. Secret pa-
rameters are used in the calculation. In the proposed algorithms,
the C&S encryption is applied to the compressed stream. Com-
pression removes redundancy in a video sequence, and, if we
ignore the certain structure in a video format, generates rather
random output. Even two identical frames in a video sequence
may generate different compressed bit sequences (due to using
different references or encoding to different frame types, etc). In
the C&S encryption, a single bit difference in a plaintext gener-
ates a very different, uncorrelated ciphertext. This content-sen-
sitive encryption on the compressed stream makes known-plain-
text attacks difficult. Knowing a plaintext and its corresponding
ciphertext does not help much to break other encrypted data un-
less the known plaintext is repeated, or the encryption key is
deduced. To increase security, we recommend that each video
sequence be encrypted with a different encryption key in SSLFE
or keys in SMLFE, and different secret parameters in calculating
pre-MAC. For long video sequences, the keys and secret param-
eters should be updated on a regular basis.

For identical inputs, the C&S encryption generates identical
pre-MACs and outputs. This may be a serious vulnerability in
cryptography but is acceptable in typical video applications. In
most video applications, a local security compromise, for ex-
ample, the encryption of a few frames is broken, is acceptable
as long as the compromise does not expand extensively. Since
redundancy in video sequences is removed by the compression
before encryption, and the number of bits in an encryption cell
is in the hundreds or more, the chance that identical encryption
cells occur is very slim.

Security of SSLFE in SEM is worth further discussion since
limited data is actually encrypted. In SEM, the dc values of a
known number of bits, the ac coefficient sign bits, the MV sign
bits, and the MV residues in the base layer are encrypted. It is
shown in [16] that encryption of dc coefficients alone leaves
edges of an encrypted frame still comprehensible. Encryption
of the ac coefficient sign bits can be applied to only nonzero
ac coefficients. In an experiment to count nonzero ac coeffi-
cients for the base layer compressed at typical bit rates, we
found that when the ac coefficient prediction was turned on,
there was on average 1 nonzero ac coefficient per 8 8 block
for the QCIF video clip “Miss America” compressed at 30 kbps,
and 4.3 nonzero ac coefficients for the QCIF “Coast Guard” at
100 kbps. A brute force attack on the encryption of ac coeffi-
cient sign bits requires two trials on average for “Miss America”
and about 16 trials for the “Coast Guard” to break an 8 8
block. The enhancement layer, on the other hand, has much
more nonzero DCT coefficients and therefore much more states,
thanks to its much higher bit rate compression. In the base layer,
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TABLE I
PROCESSING SPEED OF SSLFE FOR ENCRYPTING THE BASE LAYER ALONE (“BASE ONLY”) OR BOTH THE BASE AND THE ENHANCEMENT LAYERS (“ALL”).

THE BASE LAYER IS ENCRYPTED EITHER IN THE SEM OR THE FEM. THE SECOND COLUMN LISTS THE BASE LAYER BITRATE FOR EACH SEQUENCE.
THE ENHANCEMENT LAYER IS COMPRESSED TO 2.5 MBPS FOR ALL THE SEQUENCES

an MV residue is typically small (under 2 bits on average in
our experiments). The number of MVs per frame is much less
than the number of DCT coefficients. MV sign bits offer limited
states, too. Encryption on the MV sign bits and residues does not
make a brute force attack much more difficult.

In addition to the limited number of states offered in the
base-layer encryption with SEM, the strong correlation in video
can also be exploited in an attack. Security for error-conceal-
ment-based attacks for encryption of different fields such as
MVs, Intra-DC, DCT sign bits, etc has been studied in detail
in [20] which concludes that format-compliant selective video
encryption has to be combined with a permutation algorithm
proposed in the paper to improve robustness against error-con-
cealment-based attacks. This permutation technique can be used
in SSLFE to improve the security for the base-layer encryption
with SEM, and also the enhancement layer encryption, if higher
security is needed. Although the security of SSLFE in SEM is
not very high, it generates format-compliant outputs, and can
still be used in many applications.

VI. EXPERIMENTAL RESULTS

We have implemented in C++ a demonstration system on top
of the MPEG-4 FGS reference code from MPEG that matches
the version described in [28]. Our modules were integrated into
the compression and decompression process. The C&S encryp-
tion was implemented on the filed where RC4 [9]
was used as the stream cipher and RC5 [9] as the block cipher.
RC4 was also used as the stream cipher to encrypt the enhance-
ment layer in SSLFE. For SMLFE and the base-layer encryp-
tion in SSLME with FEM, compressed data was passed to our
encryption module frame by frame with indicators of the start
and the end for each encryption cell. For the base-layer encryp-
tion with SSLFE in SEM, bits and location of each field to be
encrypted were extracted, and the bits were placed into an en-
cryption buffer during the compression. At the end of a VOP
compression, the C&S encryption was applied to the encryp-
tion buffer, and fields in the resulting ciphertext were placed
back to their original positions. The enhancement layer encryp-
tion for SSLFE was carried out in situ during the compression.
The processing speeds reported below are the actual computa-
tional overhead of the proposed algorithms, which accounts for
all the additional operations (except operations that are difficult

for timing) added to the original compression and decompres-
sion operations. This computational overhead includes encryp-
tion overhead as well as the overhead to preprocess and postpro-
cess data to be encrypted. For example, the processing speeds re-
ported below for SSLFE in SEM include processing time spent
on extracting the fields to be encrypted, placing back these fields
after encryption, the C&S encryption, etc. We believe that such
a speed is more accurate than the speed of encrypting data alone
in measuring computational overhead of an encryption system,
and fairer in comparing speeds of different video encryption al-
gorithms. All tests were done on a P3 667-MHz Dell PC with
512-MB memory. Quite a few QCIF color video sequences from
MPEG were used in our experiments. The base layer was en-
coded to the frame rate a third of the original frame rate and
at a nominal bit rate around 30 kbps. The actual base-layer bit
rate varied greatly from one sequence to another. The enhance-
ment layer was encoded to the bit rate of 2.5 Mbps for all the
sequences.

We tested the processing speed of our implemented C&S en-
cryption on data in memory with a typical size of an encryption
cell in SSLFE and SMLFE. The average speed, including the
stream and block cipher encryption, was about 90 Mbps for ei-
ther encryption or decryption. This speed seems much slower
than the results reported in [29]. We believe that the speed dis-
crepancy can be explained by our C++ implementation of the
C&S encryption versus assembly code implementation in [29]
and the additional time spent on RC4 and RC5 encryption in our
tests.

Table I shows the average processing speeds for the base-
layer encryption alone and all (i.e. both base and enhancement
layer encryption) encryption for SSLFE in both SEM and FEM.
The base-layer bit rates for the sequences are also listed in the
table. The number of bits in the base layer processed in SEM
range from 12.67% to 15.72% of the total bits in the base layer.
An interesting phenomenon we can see from Table I is that the
base-layer processing speed in SEM is always slower than that
in FEM. This seems to contradict the common belief that selec-
tive encryption should always be faster than a full encryption.
This can be explained by the fact that our speed data includes
the time spent on preparing data for the encryption process. The
base-layer encryption in SEM requires additional operations to
extract and place back all the fields to be encrypted that encryp-
tion in FEM does not have. All these fields are small, typically
one to several bits per field. These preparing operations may cost
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Fig. 2. Encryption visual effects for SSLFE. Left: original: Akyio (top) and Foreman (bottom). Middle: selective encryption mode. Right: full encryption mode.

more in time than the saving of bits to be encrypted by a cipher,
esp. when a faster cipher like the C&S encryption is used. An
in situ encryption by a stream cipher like that used in the en-
hancement layer encryption in SSLFE can dramatically reduce
this preparing overhead, and make a selective encryption faster
than a full encryption. In fact, if we exclude the time spent on
preprocessing and postprocessing in SEM, the encryption speed
is close to the C&S encryption speed reported above, and the
base-layer encryption in SEM is indeed much faster than that in
FEM, thanks to much less data needing to be encrypted.

The visual effect of Akyio and Foreman encrypted with
SSLFE in both SEM and FEM are shown in Fig. 2. As we can
see from Akyio in Fig. 2, some of the outline of the speaker
in SEM is still partially visible. Much less visual information
can be seen for Foreman in SEM due to higher motions in the
sequence. The frames encrypted in FEM appear very random.
Playing these encrypted video sequences showed that the visual
content leakage phenomenon described in Section III-A when
only the base layer is encrypted disappeared in both SEM
and FEM. The sequences encrypted in SSLFE with SEM still
revealed some visible structures in the encrypted video. In
particular, it was very easily to tell which parts were still and
which parts were moving in a video sequence with low motion,
such as Akyio.

In the SMLFE experiments, the enhancement layer was di-
vided into four PSNR layers and four bit-rate layers. Sixteen
segment keys are used for each tested sequence. The PSNR
layers were determined for each video sequence in such a way
that each PSNR layer showed perceptible improvement over the
next lower layer. The bit-rate layers were almost equally sepa-
rated in number of bits. The visual effects for Foreman at the
four PSNR layers are shown in Fig. 3.

We have also tested the error resilience of the proposed
SSLFE and SMLFE against MPEG-4 FGS without encryption

Fig. 3. SMLFE visual effects for 4 PSNR layers for Foreman. (PSNR layer
number, PSNR value) for the frame ordered from top to bottom and left to right
is: (1, 27 dB), (2, 31 dB), (3, 36 dB), (4, 45 dB).

by a blind test in which both encrypted (after decryption) and
unencrypted video of the same sequence were played side by
side in a random order and an observer was asked to select the
unencrypted. The original sequence was played before the test
of each sequence. Bit errors and packet losses in the enhance-
ment layer were simulated by randomly flipping video data
bits or dropping video packets at the same positions (exactly
the same positions if the added bits in the encryption were
removed). The base layer was not touched. Four people with
image processing experiences including one author were in-
volved in the test. Each sequence was tested ten times with each
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TABLE II
BLIND TEST RESULTS FOR ERROR RESILIENCE OF SSLFE AND SMLFE. COLUMNS 2 AND 4 SHOW THE AVERAGE OF THE TESTING RESULTS

AND COLUMNS 3 AND 5 SHOW THE CORRESPONDING STANDARD DEVIATIONS

person, and each time with independent random bit errors or
packet losses. Table II shows the testing results. Note that since
the base layer is not touched, SSLFE in either SEM or FEM
can be used in the blind test for SSLFE. As we can see from
the table, the encrypted and unencrypted are favored almost
equally, and the ideal no difference case (50%) is within the
sampling error. We conclude that there is no visual degradation
for either SSLFE or SMLFE under bit errors and packet losses.
This result is expected since the MPEG-4 FGS decoder we used
in the tests did not use any extra measures to protect against bit
errors. It is possible to see some visual difference for SMLFE
if a decoder uses advanced technologies to protect against bit
errors.

VII. CONCLUSION

We have presented two novel encryption algorithms for
MPEG-4 FGS. The first algorithm, SSLFE, encrypts an FGS
stream to a single layer in either the selective or the full encryp-
tion mode. The original FGS and error resilience performance
of MPEG-4 FGS are fully preserved in the encrypted stream.
The second algorithm, SMLFE, encrypts a single FGS stream
into multiple quality layers partitioned according to either
PSNR or bit rates. The lower quality layers are accessible and
reusable by a higher quality layer of the same type, but not
vice versa. Both layer types are supported simultaneously. Both
SSLFE and SMLFE are fast and have negligible compression
overhead. They can be extended to other scalable multimedia
formats.
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