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ABSTRACT

Traditional 3D audio systems often have a limited sweet spot for
the user to perceive 3D effects successfully. In this paper, we
present a personal 3D audio system with loudspeakers that has
unlimited sweet spots. The idea is to have a camera track the
user’s head movement, and recompute the crosstalk canceller
filters accordingly. As far as the authors are aware of, our sys-
tem is the first non-intrusive 3D audio system that adapts to both
the head position and orientation with six degrees of freedom.
The effectiveness of the proposed system is demonstrated with
subjective listening tests comparing our system against tradi-
tional non-adaptive systems.
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1. INTRODUCTION

A three-dimensional audio system renders sound images around
a listener by using either headphones or loudspeakers [1]. In
the case of a headphone-based 3D audio system, the 3D cues
to localize a virtual source can be perfectly reproduced at the
listener’s ear drums, because the headphone isolates the listener
from external sounds and room reverberations. In contrast, with
loudspeakers, the sound signal from both speakers will be heard
by both ears, which creates challenges for generating 3D effects.

One simple yet effective technique for loudspeaker-based 3D
audio is amplitude panning [2]. Amplitude panning relies on the
fact that human can perceive sound directions effectively based
on the level difference between the ear drums. It renders the
virtual sound source at different locations by adaptively control-
ling the output amplitude of the loudspeakers. Unfortunately,
amplitude panning cannot reproduce virtual sources outside the
region of loudspeakers, which limits its applications in desktop
scenarios where usually only two loudspeakers are available.

An alternative solution is to generate the virtual sound
sources based on synthetic head related transfer functions
(HRTF) [3] through crosstalk cancellation. Crosstalk cancel-
lation uses the knowledge of HRTF and attempts to cancel the
crosstalk between the left loudspeaker and the right ear and be-
tween the right loudspeaker and the left ear. Since HRTF faith-
fully records the transfer function between sound sources and
human ears, the virtual sound source can be placed beyond the

Fig. 1. Our personal 3D audio system with one webcam on the
top of the monitor, and two loudspeakers.

loudspeakers’ boundaries. On the other hand, HRTF varies due
to changes in head positions and orientations, thus such HRTF-
based 3D audio systems work only when the user is in a small
zone called “sweet spot”.

In order to overcome the small sweet spot problem, re-
searchers have proposed to use a head tracking module to fa-
cilitate 3D audio generation [4, 5, 6, 7]. The listener’s head
movement is tracked to adaptively control the crosstalk can-
celler in order to steer the sweet spot towards the user’s head
position/orientation. For instance, in [8, 9], the listener’s head
movement was tracked using electromagnetic trackers, although
such devices are expensive and discomfortable to wear. A non-
intrusive and more attractive method is to track the head move-
ment with webcams and face tracking techniques [5, 10, 11].
Nevertheless, due to the limited computational resources and in-
capable face tracking techniques at that time, these early works
cannot fully evaluate the effectiveness of tracking based 3D au-
dio generation. For instance, none of the above work considered
the listener’s movement beyond their 2D motion parallel to the
webcam’s imaging plane, and none of them provided any eval-
uation results on how well their systems performed.

In this paper, we combine a 3D model based face tracker with
dynamic binaural synthesis and dynamic crosstalk cancellation
to build a true personal 3D audio system. The basic hardware
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Fig. 2. Schematic of binaural audio system with loudspeakers.

setup is shown in Figure 1. The webcam-based 3D face tracker
provides accurate head position and orientation information to
the binaural audio system, which uses the information to adap-
tively synthesize the target audio to be played by the loudspeak-
ers. The system runs in real-time on a dual-core 3GHz machine,
which serves the listener with realistic 3D auditory experiences.

In addition, we conducted subjective listening tests to eval-
uate the effectiveness of head tracking for 3D audio synthesis.
Subjects were asked to identify the virtual sound source loca-
tions at different head positions. The results were compared
with the ground truth information to measure the impact of head
tracking on human localization accuracy. Results of the subjec-
tive tests showed clear advantage of the proposed system when
compared with traditional 3D audio systems without head track-
ing based adaption.

The rest of the paper is organized as follows. Section 2 in-
troduces conventional binaural audio systems. The proposed
personal 3D audio system with head tracking is described in
Section 3. Experimental results and conclusions are presented
in Section 4 and Section 5, respectively.

2. CONVENTIONAL BINAURAL AUDIO SYSTEM

The block diagram of a typical binaural audio playback system
with two loudspeakers is depicted in Figure 2. Component C
represents the physical transmission path or the acoustic chan-
nel between the loudspeakers and the listener’s ears, which is
usually assumed as known. The binaural audio system consists
of two major blocks: binaural synthesizer B and crosstalk can-
celler H. The goal of the binaural synthesizer is to produce
sounds that should be heard by the listener’s ear drums. In other
words, we hope the signals at the listener’s ears eL and eR shall
be equal to the binaural synthesizer output xL and xR. The
crosstalk canceller, subsequently, aims to equalize the effect of
the transmission path C [12][13].

2.1. Binaural synthesis

The binaural synthesizer B synthesizes one or multiple virtual
sound images at different locations around the listener using 3D
audio cues. Among many binaural cues for the human auditory
system to localize sounds in 3D such as the interaural time dif-
ference (ITD) and the interaural intensity difference (IID), we
explore the use of HRTF, which is the Fourier transform of the
head-related impulse response (HRIR). Since HRTF captures

Fig. 3. acoustic path between two loudspeakers and listener’s
ears

most of the physical cues that human relies on for source local-
ization. Once the HRTFs of the ears are known, it is possible
to synthesize accurate binaural signals from a monaural source
[4]. For instance, one can filter the monaural input signal with
the impulse response of the HRTF for a given angle of incidence
as:

x =

[
xL
xR

]
=

[
BL

BR

]
x = Bx, (1)

where x is the monaural input signal,BL andBR are the HRTFs
between the listener’s ears and the desired virtual source. The
output of binaural synthesis xL and xR are the signals that
should be reproduced at the listener’s ear drums.

2.2. Crosstalk Cancellation

The acoustic paths between the loudspeakers and the listener’s
ears (Figure 3) are described by an acoustic transfer matrix C:

C =

[
CLL CRL

CLR CRR

]
, (2)

where CLL is the transfer function from the left speaker to the
left ear, and CRR is the transfer function from the right speaker
to the right ear. For headphone applications, the acoustic chan-
nels are completely separated, because the sound signal from
the left speaker goes only to the left ear, and the right signal
goes only to the right ear. Therefore, the listener feels perfect
3D auditory experience. In loudspeaker applications, however,
the paths from the contralateral speakers such as CRL and CLR,
often referred as the ”crosstalks”, can destroy the 3D cues of
binaural signals. The crosstalk canceller plays an essential role
in equalizing the transmission path between the loudspeakers
and the listener.

The crosstalk canceller matrix H can be calculated by taking
the inverse of the acoustic transfer matrix C.

H = C−1 =

[
CLL CRL

CLR CRR

]−1

=

[
CRR − CRL

−CLR CLL

]
1
D ,

(3)

where D denotes determinant of the matrix C. Note that it is
not easy to calculate the inverse filter 1

D due to unstability, be-
cause acoustic transfer functions including HRTFs generally are



Fig. 4. The tracker adopted in our system tracks the head posi-
tion and orientation with high accuracy.

non-minimum phase filters. In practice, the crosstalk canceller
H can be adaptively obtained by a least mean square (LMS)
method [14][15].

3. PERSONAL 3D AUDIO SYSTEM WITH HEAD
TRACKING

The conventional binaural audio system works well if the lis-
tener stays at the position (usually along the perpendicular bi-
sector of the two loudspeakers) corresponding to the presumed
binaural synthesizer B and acoustic transfer matrix C. How-
ever, once the listener moves away from the sweet spot, the sys-
tem performance degrades rapidly. If the system intends to keep
the virtual sound source at the same location, when the head
moves, the binaural synthesizer shall update its matrix B to re-
flect the movement. In addition, the acoustic transfer matrix C
needs to be updated too, which leads to a varying crosstalk can-
celler matrix H. The updates of B and H were referred as “dy-
namic binaural synthesis” and “dynamic crosstalk canceller”,
respectively [7].

In this paper, we propose to build a personal 3D audio sys-
tem with a 3D model based head tracker. The hardware setup
is shown in Figure 1. The working flow of the dynamic 3D au-
dio system is as follows. First, the position and orientation of
the listener’s head is detected and tracked. The HRTF filters
are then updated using the tracking information. Delays and
level attenuation from the speakers to the ears are also calcu-
lated to model the new acoustic transmission channel. Finally,
the filters for both binaural synthesis and crosstalk cancellation
are updated. We describe each processing step of the system in
detail below.

3.1. Head Tracking

We adopt a 3D face model based head tracker similar to the one
in [16]. Given the input video frames from the webcam, a face
detector [17] is first applied to find faces in the scene. A face
alignment algorithm [18] is then used to fit a 3D face model on

Fig. 5. Dynamic binaural synthesis.

top of the detected face. The face model is then tracked based on
tracking feature points on the face. We refer the reader to [16]
for more technical details. A few examples of the tracked faces
are shown in Figure 4.

The 3D head tracker outputs the head’s position and orien-
tation in the 3D world coordinate of the webcam, assuming the
calibration parameters of the webcam are known. The position
and orientation information is then transformed into the world
coordinate of the loudspeakers, which requires the mutual cali-
bration between the webcam and the loudspeakers. In the cur-
rent implementation, we assume the webcam is placed in the
middle of the two loudspeakers, and its height is roughly mea-
sured and given to the system as a known number.

3.2. Dynamic Binaural Synthesis

Given the head tracking information, the dynamic binaural syn-
thesizer renders the virtual sound sources at specified locations.
In order to avoid changing of the virtual source position due
to head movement, the synthesizer matrix B needs to be adap-
tive. A simplified 2D configuration of the synthesizer is shown
in Figure 5. The position (x, y) and rotation θ of the listener is
first tracked. By calculating azimuth θt and distance rt to the
position that the virtual source should be located with respect to
the tracked listener’s position, the appropriate HRTF is recom-
puted. The filters of the dynamic binaural synthesizer B are
updated, so that the virtual sources remain fixed as the listener
moves rather than moving with the listener.

3.3. Dynamic Crosstalk Canceller

When the listener moves around, the acoustic transfer functions
between the loudspeakers and the ears are changed. Figure 6
depicts a configuration for dynamic crosstalk cancellation. To
determine the transfer function between the listener and the left
speaker, the HRTF of azimuth θL is used. Similarly, for the
transfer function between the listener and the right speaker, the
HRTF of azimuth θR is chosen.

The listener’s movement changes the distance between the
listener and each loudspeaker, which results in level differences
and varying time delays of the sounds from the loudspeakers to
the listener’s head position. The new time delays dL and dR



Fig. 6. Dynamic crosstalk canceller.

can be calculated based on rL, rR and the sound speed. And
the level can be adjusted by considering the spherical wave at-
tenuation for the specific distances rL and rR. For instance, the
acoustic transfer functions from the left speaker to the listener
CLL and CLR need to be attenuated by r0

rL
and delayed by dL,

and the acoustic transfer functions from the right speaker to the
listener CRL and CRR need to be attenuated by r0

rR
and delayed

by dR. Here r0 is the distance between the loudspeakers and
the listener in the conventional binaural audio system. The new
acoustic transfer matrix Cd is thus defined as:

Cd =

[ r0
rL
z−dLCLL

r0
rR
z−dRCRL

r0
rL
z−dLCLR

r0
rR
z−dRCRR

]
, (4)

where CLL, CLR, CRL and CRR are the transfer functions
when the listener is at the perpendicular bisector of the loud-
speakers. The delays dL and dR are computed as follows. If
rL ≤ rR, {

dL = int
[
(rR−rL)fs

c

]
dR = 0

, (5)

otherwise, {
dL = 0

dR = int
[
(rL−rR)fs

c

]
. (6)

where int[·], fs, and c are the integer operator, the sampling
frequency and the velocity of sound wave, respectively.

The dynamic crosstalk canceller Hd for the moving listener
is the inverse of the new acoustic channel model Cd:

Hd = Cd
−1 =

[ r0
rL
z−dLCLL

r0
rR
z−dRCRL

r0
rL
z−dLCLR

r0
rR
z−dRCRR

]−1

= 1
r0

[
rLz

dL 0
0 rRz

dR

] [
CLL CRL

CLR CRR

]−1

.

(7)

As seen in Eq. (7), Hd can be separated as two modules.
The latter matrix represents the conventional crosstalk canceller.
And the former matrix is the term to adjust the time difference
and intensity difference due to the variations in distance from
each loudspeaker to the listener’s position.

Fig. 7. Block diagram of the complete dynamic binaural audio
system.

3.4. The Complete Personal 3D Audio System

To summarize this section, we show the block diagram of the
complete dynamic binaural audio system with head tracking in
Figure 7. There are three audio related modules in the system:
the binaural synthesizer, the crosstalk canceller, and the gain
and delay control. These three modules keep updating their fil-
ters every time the listener’s movement is detected by the head
tracking module.

4. EXPERIMENTAL RESULTS

We conducted subjective listening tests to evaluate the perfor-
mance of the proposed personal 3D audio system with head
tracker shown in Figure 7. The results are compared with a
conventional binaural audio system without head tracking based
adaptation.

4.1. Test Setup

In our listening tests, the subjects were asked to identify the
sound source directions between −90◦ and 90◦ in azimuth, as
shown in Figure 8. The two loudspeakers were located at ±30◦,
respectively. The virtual sound images were rendered at 10 pre-
specified locations: −90◦, −75◦, −60◦, −45◦, −30◦, 0◦, 15◦,
45◦, 60◦, 75◦, and 90◦. The distances from the center listening
position to the loudspeakers and the virtual sound sources are
about 0.6 m.

The subjects were asked to report their listening results on an
answer sheet. The presentation of the test signals and logging
of the answers were controlled by the listener. Sound samples
were played randomly and repetitions were allowed in all the
tests. The original monaural stimulus consisted of 5 sub-stimuli
with 150 ms silent interval. The sub-stimulus was a pink noise
with 16 kHz sampling rate. It was played 5 times in 25 ms
duration with 50 ms silent interval.

A total of 9 subjects participated the subjective study. Each
subject was tested at 3 different positions: center, 20 cm to the



Fig. 8. The listening test configuration.

left, and 20 cm to the right (Figure 8). No specific instruc-
tions were given to the subjects regarding the orientation of their
heads. The conventional binaural audio system and the pro-
posed head tracking based dynamic binaural audio system were
evaluated by comparing the listener’s results with the ground
truth information. All tests were conducted in a normal labo-
ratory room, with size about 5.6 × 2.5 × 3m3. The listener’s
center position is located at 3.5 m away from the left wall and
1.2 m away from the front wall.

4.2. Test Results

The average and standard deviation of the azimuth angles iden-
tified by the 9 tested subjects are plotted in Figure 9-11. The
diamonds represent the results of the proposed dynamic binau-
ral audio system with a head tracking module, and the squares
show the results of the conventional system that does not con-
sider the listener’s movement. The x-axis represents the ground
truth angles and the y-axis represents the angles identified by the
subjects. The ground truth or reference angles are also marked
in the figures with cross marks. The system with judged angles
closer to the reference is better.

Figure 9 shows the results when the listeners were at the cen-
ter position. The virtual source between −30◦ and 30◦ were
mostly correctly identified. This is the easy case, because the
virtual sound images were within the range of the two loud-
speakers. In contrast, when the virtual sources were outside the
range of the two loudspeakers, there were big mismatches be-
tween the ground truth and what the listeners perceived. One
explanation to this phenomenon is that the HRTFs used in both
systems were not personalized, hence they do not fit perfectly on
each listener’s head and ear shape. Another observation is that
the results of the proposed system with head tracking and the
conventional system were very similar. This is expected, since
the listeners were asked to stay at the center position, which
happened to be the sweet spot for the conventional system.

Figure 10 shows the results when the listeners were at 20 cm
to the left from the center position. While the diamonds were
similar to the previous results obtained at the center position,
the squares were limited between −30◦ and 30◦ of the y-axis.
Since the subjects were away from the sweet spot, they identi-
fied the virtual source localized outside of the loudspeakers as

Fig. 9. Results when the listener is at center.

Fig. 10. Results when the listener is at 20cm left.

somewhere between −30◦ and 30◦ when the conventional sys-
tem was used. Even for the virtual sources between the two
loudspeakers, the performance of the conventional system de-
graded. The squares for 0◦ and 15◦ were at much lower an-
gles than the ground truth, because the virtual source repro-
duced without head tracking follows the listeners’ movement
to the left. In contrast, the proposed system with head tracking
showed more robust performance than the conventional one in
all aspects. Note the virtual sources located greater than 30 de-
gree were identified more clearly compared to the ones less than
-30 degree. Since the listeners were much closer to left speaker,
it was much easier to reproduce the virtual sources on the right
side than the ones on the left.

Figure 11 shows the results when the listeners were at 20
cm to the right from the center position. The overall trend is
similar to Figure 10, i.e., the proposed system with head track-
ing still shows better performance than the conventional system.
However, the results were not an flipped version of the previous
results. We suspect this may have been caused by the geometry
of the room used in this test, which was not symmetric center-
ing around the listener’s position (the right wall is much closer
to the listeners than the left wall).



Fig. 11. Results when the listener is at 20cm right.

We further conducted the student t-test to assess whether
mean results of the two systems are statistically different from
each other. The absolute values of the difference between the
ground-truth and the judged azimuth

∣∣Referencei − Judgedi,n

∣∣
were compared, where i and n are the azimuth and subject in-
dex, respectively. The t-test score of the event that the pro-
posed algorithm is better than the conventional system is merely
0.19%, which shows that the difference is indeed statistically
significant.

5. CONCLUSIONS

In this paper, we built a personal 3D audio system with head
tracking using loudspeakers. By updating filters during dy-
namic binaural synthesis and dynamic crosstalk cancellation
based on the movement of the listener, our system can steer the
sweet spot to the position of the listener in real-time. An sub-
jective study was conducted to compare the proposed system
with the conventional system that does not monitor the listener’s
movement, and showed statistically significant improvements.
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