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ABSTRACT 

Most searchers do not know how to use Web search engines 

as effectively as possible. This is due, in part, to search en-

gines not providing feedback about how search behavior 

can be improved. Because feedback is an essential part of 

learning, we created the Search Dashboard, which provides 

an interface for reflection on personal search behavior. The 

Dashboard aggregates and presents an individual’s search 

history and provides comparisons with that of archetypal 

expert profiles. Via a five-week study of 90 Search Dash-

board users, we find that users are able to change aspects of 

their behavior to be more in line with that of the presented 

expert searchers. We also find that reflection can be benefi-

cial, even without comparison, by changing participants’ 

views about their own search skills, what is possible with 

search, and what aspects of their behavior may influence 

search success. Our findings demonstrate a new way for 

search engines to help users modify their search behavior 

for positive outcomes. 
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INTRODUCTION 

Although Web search engines work very well most of the 

time, many people still experience problems finding what 

they are looking for. In a recent survey, nearly five percent 

of users reported completely failing at their most recent 

attempt to search for something on the Web [11]. When 

search failures occur, they cost people a lot of time: search-

ers spend over ten minutes when they fail before giving up, 

as compared to needing less than five minutes when they 

are successful [11]. Part of the problem is that when search 

becomes difficult, many people are unsure of how to 

change strategies or how to make use of the advanced 

search engine functionality that could help them [1,22]. 

People largely use the same search behavior regardless of 

the situation and how successful they are [22]. Further, 

even when people are successful, they still may not have 

been as efficient as they potentially could have. This sug-

gests that searchers have room for improvement. 

The main approach for improving people’s search success 

has been to improve search engines to deliver the best re-

sults for a given query. However, another approach is by 

educating users to be better search engine users [20]. Previ-

ous work has shown that the knowledge and use of particu-

lar search engine functionalities, and other characteristics of 

search engine use (e.g., the average number of terms per 

query), can predict search performance [2,27] – the degree 

to which people are successful and efficient in their search 

tasks. This suggests that if users knew more about how to 

use search engines they would be able to improve their own 

search performance. 

The best way to help users improve their search behavior is 

unclear. But work in education and in persuading users to 

adopt new behaviors have both highlighted the importance 

of feedback on personal behavior for reflection and learning 

[7,18]. Additionally, observing other skilled practitioners 

can improve learning [4,19], and knowing what others do 

can lead to positive choices [25]. However, search engines 

lack feedback. Users are not able to get an idea of their own 

search behavior and are not able to find out what behavior 

works for other people. The lack of facilities for reflection 

on personal behavior means it can be difficult for users to 

learn how they can get better, and what search strategies 

can lead to improved performance. Further, even if people 

could get an accurate idea of their search behavior and how 

it might be changed, it is not clear whether they would be 

able to adjust their search behavior in any meaningful way. 

In order to find out if reflecting on search feedback can 

have an influence on the attitudes and behaviors of search-

ers, we created and studied the Search Dashboard. Our 

system is the first that aims to positively influence user 

search behavior through reflection on personal history and 

comparison with the behavior of archetypal user profiles 

(such as search or topic experts). We performed a five-week 

study of 90 users and examined how reflection affects user 

attitudes and understanding of how search engines can be 

used, and can lead to observable behavior change. 

Our study provides two main results. First, feedback and 

reflection on past search behavior can lead to changes in 
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attitudes and behavior in actual search engine use. Second, 

the presentation of archetypal profiles, which aggregate the 

behavior of many people, can lead to increased interest and 

engagement, and were critical in creating the observed be-

havior change. 

RELATED WORK 

The work presented here builds on research in: (i) feedback, 

reflection, and persuasion, where information on people’s 

activities are shown to them, to provide insights, change 

attitudes, and to promote learning and positive behavior 

change; and (ii) search performance, where factors that in-

fluence and predict successful searching are analyzed. 

Feedback, Reflection, and Persuasion 

The area of personal informatics aims to design systems 

that help people learn about and understand their own be-

havior, with the goal of providing new insights, increasing 

self-control, and promoting the acquisition and maintenance 

of desirable behavior [18]. Similarly, persuasive technolo-

gies have been described as systems that seek to change 

behavior or attitudes, without the use of coercion [12]. Per-

sonal informatics and persuasive systems have been created 

for reflecting on past behavior and promoting behavior 

change in several domains including physical activity [9], 

environmental impact [13], and webpage visitation [26]. 

Theories of learning have promoted reflection as an essen-

tial part of learning [7,8]. Reflection is the process “… in 

which people recapture their experience, think about it mull 

it over and evaluate it … [it is] this working with experi-

ence that is important in learning [7, p.19].” Other theories 

also highlight the social nature of learning, where learning 

occurs through observing and imitating skilled practitioners 

[4,19]; and in so doing, learners can derive the thought pro-

cess of others [8]. Work in social psychology has also 

shown that providing descriptions of what other people do 

can “nudge” people towards particular decisions [25].  

In the domain of Web search there has been little research 

into what, and how, data should be displayed for feedback. 

In one study of personal and shared web activity, partici-

pants found views containing the data of others to be more 

useful [26]. The Google and Bing search engines both pro-

vide “Search History” functionality that allows users to 

review past queries (google.com/history; bing.com/profile 

/history). Such systems have been shown to improve per-

formance in re-finding and resuming search tasks [21], but 

it is unclear whether they would be effective tools for re-

flection. Google’s search history includes “Trends”, which 

displays a user’s most-frequent queries, most-visited sites, 

most-often clicked search results, and the total number of 

searches executed over different time frames (see Figure 1). 

While search engines have recognized some value in pre-

senting summaries of behavior, there is little information 

about what data should be presented, and what effect it 

might have on user attitudes and behavior. 

Search Performance 

Moraveji et al. [19] identified several factors that affect an 

individual’s search performance, including knowledge of 

search engine features [14, 20] and the resources being 

sought [28], topical expertise [29], level of general literacy 

[16], and differences between task types [1].  

There has been much work in characterizing the differences 

between search experts and novices, and in identifying 

characteristics that predict search performance. Several 

studies have used different user characteristics to determine 

who is an expert, including: having more than 50 hours 

experience on the Web [17], browsing the Web more than 5 

hours/week [15], and performing searches as part of a job 

for at least 3 years [14]. Behavioral differences have also 

been noted between novices and experts, where experts 

tend to take more [6] or less time [23] to complete tasks, 

use more query terms [14,27], use advanced operators [3], 

and have higher [15,17] or comparable performance [6]. 

White and Morris [27] used a simple approach of identify-

ing advanced search engine users by their use of four search 

operators (any of quotation marks, ‘+’, ‘–’, or ‘site:’). By 

having external judges rate the relevance of Web pages 

users visited for a given query, they showed that, on aver-

age, the identified advanced users visited pages judged to 

be more relevant than non-advanced users (i.e., advanced 

users were more successful). 

Recent work has also examined how search performance 

can be improved by increasing search engine knowledge. A 

controlled study showed that users who were taught ad-

vanced search engine functionality that would greatly im-

prove their performance on a search task, were able to suc-

cessfully apply the knowledge, both at the time of learning 

about the functionality and a week later [20]. Bing recently 

added a rewards program (bing.com/rewards) that provides 

periodic tasks, each of which introduces new search engine 

functionality. When tasks are completed, users earn points 

redeemable for merchandise. A Google A Day (agoog-

leaday.com) allows users to practice their search skills, by 

providing daily questions. Users race against a timer to 

search for an answer, and if they become stuck can receive 

a hint query that will lead to the correct answer. 

Previous research has taken a number of different ap-

proaches to identify, characterize, predict and improve 

search expertise, but there has been no work on what effect 

feedback and reflection on personal search activities might 

have on user attitudes and behavior. We address this gap by 

creating a prototype system to explore the space of possible 

feedback data, how viewing the data of others might im-

prove reflection on personal data, and to study if and how 

people make use of this new type of information. 

Figure 1. A user’s search activity displayed  

in Google Trends. 

 



 

THE SEARCH DASHBOARD 

We created the Search Dashboard system (Figure 2) to dis-

play personal search history data, with the goal of under-

standing what types of information are most useful and in-

fluential to searchers. The design was influenced by a 53-

question survey of 75 employees at the Redmond headquar-

ters of Microsoft. Participants were solicited by email and 

asked to rate their interest in being able to see different as-

pects of their search history (e.g., the days of the week they 

search on, or their average query length), and whether they 

might be interested in comparing that information with oth-

er individuals or groups (such as friends, colleagues, or 

Web search experts). Although our main research questions 

relate to behavior change, the initial survey focused on in-

terest because prior research on social learning suggests 

people must have an interest and perceive value in an ob-

served behavior in order to have motivation to change it [4]. 

Survey results are highlighted where appropriate below. 

We begin by describing the types of personal search history 

reflected in the Search Dashboard. Because the ability to 

compare one’s behavior to others has been shown to be a 

valuable learning tool, we also developed a variant of the 

system that supports comparison, and we next describe the 

comparison data we collected. Finally, we discuss how all 

of this information was gathered and presented to the user. 

Data Types (Techniques, Tendencies, and Topics) 

Based on our organization of related work, we identified 

three main types (called Data Types) of history data that 

may be valuable for reflection on personal search behavior, 

since they have been shown to affect search performance:  

 Techniques: The use of advanced query operators and 

special search engine features (e.g., [3,20,27]). 

 Tendencies: Summative actions describing the overall 

characteristics of search engine use, such as the number 

of terms used per query (e.g., [14,27,28]). 

 Topics: The content and subject of an individual’s search 

engine use (e.g., [1,6,14,17,23]). 

Using the formative survey and previous work, we selected 

12 specific elements of people’s search history to display in 

the Dashboard. These elements represented different points 

in the space of Data Types (i.e., Techniques, Tendencies, 

and Topics) and were those most often selected as being of 

interest by survey respondents (mean selection rate = 47%, 

as compared to an average of 34% for other aspects). These 

elements, and how they are calculated, are now described. 

Techniques Data 

Operator use: There are a number of advanced search oper-

ators understood by Web search engines, including quota-

tion marks (used to group query terms together), ‘+’ (used 

to mark a term to be unaltered by the search engine),  ‘-’ 

(exclude a term from a query), and ‘site:’ (used to restrict 

results to a particular domain). We represent a person’s 

search operator use by counting the number queries issued 

by that person that contain a particular search operator. 

Vertical use: In addition to general Web search, there are a 

number of verticals that search engines offer to enable users 

to search particular types of data (e.g., images, maps) or 

perform particular types of tasks (e.g., shopping, travel). 

Awareness of the different verticals available is important, 

so we count the number of times each vertical is used. 

Direct Answer use: Direct answers are information tailored 

to specific queries, e.g. for weather forecasts. They are 

shown inline on search engine result pages to address 

searchers’ needs quickly. We count the number of each type 

of direct answer a person encountered in search results.  

Tendencies Data 

Query length: An individual may issue long or short que-

ries. We calculated the average number of search terms an 

individual uses in their queries. 

Query ambiguity: We measure query ambiguity by examin-

ing the variation in the search results different people click 

following the same query. We use historic search log data 

from many users over one month before the beginning of 

the study, and calculate the average click entropy, as de-

fined in [10], for each user across all queries they issue. 

Clicks per query: People vary in the number of search re-

sults they select after querying. We calculate the average 

number of results an individual clicks following a query. 

Time to click: After a person issues a query, they may click 

a result right away, or pause to consider the retrieved results 

first. To capture this, we measure, in seconds, the average 

time between issuing a query and clicking on a result. 

Session time: Queries often appear as part of a search ses-

sion, rather than in isolation. We identify sessions by look-

ing for search activity with less than 10 minutes between 

each action, and compute the average duration, in minutes. 

Session queries: As a general measure of activity level, we 

also compute the average number of queries that each user 

issues per session. 

 

Figure 2. The Search Dashboard, displaying the Tendencies 

section (referred to as Performance in the study). 

 



 

Topics Data 

Categories: We aggregate the most popular topical catego-

ries of the search results clicked by an individual. The cate-

gory of a URL is determined by selecting the highest prob-

ability category returned by a content-based Web page clas-

sifier (described in [5]), which assigns URLs to Open Di-

rectory Project (ODP, dmoz.org) categories. We used 13 

top-level ODP categories for this labeling: Arts, Business, 

Computers, Games, Health, Home, Kids and Teens, News, 

Recreation, Science, Shopping, Society, and Sports. 

Domains: We extract the most common domains from 

search results clicked by an individual. For example, if a 

person clicks on many Wikipedia search results, wikipe-

dia.org is a distinctive domain for that individual. 

Query terms: To show the most salient search words, we 

parse the individual terms from each of a person’s queries, 

remove stop words, and count the frequency of each term. 

Comparison Data (User Archetypes) 

Because the ability to compare one’s behavior to others has 

been shown to be a valuable tool for learning and decision 

making, we gathered comparison data for several different 

user archetypes. While some previous work has investigat-

ed the display of the history of other individual users for 

comparison with personal Web browsing history [26], we 

decided to use the data of groups for two main reasons. 

First, sharing individual data raises privacy concerns. Se-

cond, about two thirds of our initial survey respondents 

reported wanting to able to compare their personal search 

information to others (65.3% agreed). They were most in-

terested in comparing their data with “people who are ex-

perts in topics I am interested in” (68% agreed) and “people 

who are experts at searching the Web,” (51% agreed) as 

compared to people they know, such as colleagues (41% 

agreed), or family and friends (25% agreed).  

The three user archetypes we created represented Typical 

Users, Search Experts, and Topic Experts. To generate the 

representative values of the 12 data elements for each ar-

chetype, we algorithmically selected sets of representative 

users from the opt-in logs from a browser plugin widely 

deployed by Bing, using data from one month starting April 

15, 2011. To remove variability caused by geographic and 

linguistic variation, we only include entries generated in the 

English speaking United States. Individual user history was 

then aggregated over all users to generate a single archetype 

profile. We now describe how the users were identified. 

Typical Users: This archetype allows Dashboard users to 

compare their behavior with typical user behavior. To gen-

erate the archetype, we randomly selected 1000 users from 

all non-search experts during the sampling period. 

Search Experts: To create this archetype, we used the ap-

proach of White et al. [27] who showed that web searchers 

who tend to be more successful could be identified by the 

use of search operators. We selected 1000 users who most 

frequently used search operators during the sampling peri-

od. Search experts were used for comparison with Tech-

niques and Tendencies data. We explore potential issues 

with this approach in the Important Considerations section. 

Topic Experts: To create this archetype we selected topical-

ly relevant subsets of users from the 2000 users selected as 

typical or expert. A user was considered topically relevant 

if they had visited at least 10 search results in the category 

in a one-week period. Our approach created 13 topical ex-

pert profiles, one associated with each topic. The 13 gener-

ated topical experts were presented with Topics data only.  

Displaying Data and Interacting 

Information about an individual’s personal search history 

and comparison information for the three different Data 

Types are displayed in the Search Dashboard system. The 

system is accessed using an intranet URL from a standard 

Web browser. When users visit the website, their personal 

search history is automatically loaded. Each Data Type 

(Tendencies, Techniques, and Topics) is displayed separate-

ly using a tabbed interface. To understand the value of 

comparison data, we created two versions of the Dashboard 

(called Variants): (i) the no comparison Dashboard showed 

only the user’s personal data; (ii) the comparison Dash-

board added the data of our archetypes for comparison. 

Displaying Textual Data 

Two types of data are displayed: textual and numeric. Tex-

tual data can be found on the Techniques and Topics sec-

tions, and are presented as lists in tables (see Figure 3). The 

top five values for a textual attribute are displayed, and the 

full list (up to 100 values) can be viewed by clicking the 

“see more…” link below the tables. 

When comparison information is included with textual data, 

two additional columns are added to the table to present 

archetypal user data for the typical and expert user. The 

expert used on the Techniques tab and Tendencies tab is a 

search expert, and on the Topics tab is a topic expert. Alt-

hough there are 13 topical expert archetypes, only one was 

shown at a time. A different topic expert can be selected via 

a drop down list positioned by each of the topic expert data 

tables. The topic expert that is most similar to the topic that 

the user is associated with is selected by default. 

Because some textual data, like domains and query terms, 

occur more often than others, and thus are more likely to be 

used without an existing preference, we identified an indi-

vidual’s most distinctive data by normalizing the count of 

the textual item by the count for Typical Users. This is 

 

Figure 3. The Domains data in the Topics section.  

 



 

analogous to the TF.IDF method from information retrieval 

[24], and resulted in data being ordered by the most distinc-

tive items, rather than those that occurred most frequently. 

This approach is used for user, and expert archetype, data. 

Displaying Numeric Data 

Numeric data, which includes all of the Tendencies data, is 

displayed in two ways (both are shown in Figure 4). The 

first way, when no comparison data is used, only the num-

ber and unit of the measurement is displayed in large font. 

When comparison data is available, numeric data is shown 

using a gauge chart, which allows a number of data values 

to be concisely displayed. On each gauge the position of the 

needle and the number displayed indicates the user’s value 

for the particular measure. Two regions are also displayed, 

an amber region representing the range of typical users (de-

fined as the values between Typical User’s value and the 

Search Expert’s value), and a green region representing the 

expert user range (defined as the value from the Search 

Expert’s value to the extent of the gauge). We opted for 

gauge charts after piloting alternatives (e.g., bullet graphs); 

they were familiar and required the least explanation. 

Exploring Data and Getting More Information 

The Search Dashboard also provides facilities for users to 

obtain explanations and more details about any of the data 

displayed. Each data label in the Dashboard provides a brief 

description of the data element and possible interpretations 

of values, via a tooltip. These labels are intended to be de-

scriptive rather than instructive. For consistency, the same 

descriptions are used regardless of whether comparison data 

is shown or not. For example, the tooltip describing “clicks 

per query” reads: “The number of results you typically click 

on following a query. Some people are very selective with 

their search results, leading to very few clicks per search; 

some people average less than 1 click per result. Other peo-

ple are happy to explore many search results.” 

Table text is also hyperlinked, and clicking performs an 

exemplary action, such as launching a search engine query 

illustrating the functionality. Hovering over text data also 

provides more details. For the values in the Domains tables 

(in Figure 3), hovering on a domain name calls a popup 

with the list of queries that led to that domain being visited. 

Clicking any query in the popup issues the query to a search 

engine. Figure 5 shows the popup for direct answers. 

STUDY 

We conducted a five-week study with 90 participants to 

understand how people make use of different types of in-

formation in their search history summary. Our study de-

sign aimed to address four main questions: 

 Do participants perceive information about their personal 

search history as valuable?  

 How are the different types of personal search history 

data perceived and used? 

 Does reflecting on personal search behavior lead people 

to change their attitudes about search engines and adopt 

new search behavior after seeing the Dashboard? 

 Does the ability to compare one’s personal search history 

with others provide benefit? 

We chose to focus our research on changes in behaviors and 

attitudes, rather than on search success because success is 

less accurate to measure, particularly within the context of 

real day-to-day workplace searches. This is an important 

first-step, as the ability to effectively impact search behav-

ior can be valuable regardless of search outcome. 

Data Collection 

To address our four main questions, we collected three 

forms of data: (i) We logged all participant web browsing 

activity from which we were able to extract queries issued 

to all Web search engines and what, if any, advanced search 

engine functionality was being used. (ii) We collected sur-

vey data during each of the three parts of the study (de-

scribed below). Surveys contained a number of Likert-scale 

and free-text questions. (iii) Finally, we also collected log 

data about how participants interacted with the Dashboard. 

Conditions 

Our study involved a mixed 3 × 2 design (Data Type × 

Dashboard Variant). Because our first research questions 

related to how people would value and perceive different 

aspects of their search history, we grouped our three Data 

Types (Techniques, Tendencies and Topics) into three tabs 

(separate sections) on the Dashboard. For the study, the 

three Data Types were presented in random order, and par-

ticipants worked with only one Data Type at time, all par-

ticipants saw all three Data Types (i.e., within subject). 

We hypothesized that having the data of other users availa-

ble for comparison would increase how valuable partici-

pants found reflection. However, current search history 

tools provide personal data only. So, we were interested in 

identifying the differences between personal data and hav-

ing personal data augmented with the data of archetypal 

users for comparison. For this reason, we developed the two 

Dashboard Variants (comparison and no comparison) that 

were studied between-subjects – participants were random-

ly assigned to use only one of the Dashboard Variants. 

 

Figure 5. An example of the Traffic direct answer. When a user 

hovers over an answer type an example is shown. 

 

 

Figure 4. Alternative presentations of numeric data: without 

comparison data (left), and with comparison data (right). 

 



 

Participants 

Ninety people participated. All were employees of Mi-

crosoft at the company’s Redmond, WA headquarters. Most 

(73, 81%) were male, which is consistent with the compa-

ny’s demographics. All reported searching the Web at least 

daily, with over half (50, 56%) reporting that they searched 

more than 10 times a day. Participants were randomly se-

lected from the company directory, and recruited via email. 

In exchange for participation in all five weeks of the study, 

they were entered into a sweepstakes for one of four prizes 

(one $300 gift card, three $100 gift cards). 

Procedure 

The study was in three parts over five weeks: (i) initial reg-

istration, (ii) introduction to the Search Dashboard after 

three weeks, and (iii) a final exit survey after five weeks. 

Part I: Registration 

At the study outset, participants were asked to enroll using 

their primary work computer, by completing an initial sur-

vey, and configuring a piece of software to log all of their 

search engine activity for the study period. The registration 

survey asked basic demographic information, as well as 

perceptions and attitudes towards Web search.  

Part II: Introduction to Search Dashboard 

Three weeks (on average) after participants enrolled in the 

study, they were sent an email requesting that they view 

their personal Search Dashboard. The actual time between 

enrolling and completing the study ranged from two to four 

weeks depending on participants availability. 

The search engine activity that was logged during the time 

between Part I and II of the study was used to populate the 

personal data in each individual’s Search Dashboard.  

Participants were randomly assigned to one of the two be-

tween-subject Dashboard Variant conditions (either com-

pare or no compare). When participants visited the Dash-

board for the first time they were initially presented with a 

walkthrough that explained their task, guided them through 

the features of the search dashboard and described how 

their data would be presented. They were then asked to 

view each of the three tabs, one at time, for as long as they 

like. Recall that each tab represents one of the three Data 

Types (Techniques, Tendencies, and Topics). To ensure 

that participants could not simply click through the study 

without viewing their data, the system enforced a one mi-

nute delay on each tab before the participant could proceed. 

After viewing each tab, a survey was presented that asked 

about the Data Type they just viewed. After all three sur-

veys were completed, a final survey was presented that 

asked participants about their overall experience with the 

Dashboard and asked them again about their attitudes and 

perceptions of Web search. After the final survey partici-

pants were told they could visit the Dashboard at any time.  

Part III: Exit Survey 

Finally, after roughly another two weeks, participants were 

contacted again. The time between Part II and III ranged 

from 6 days to 19 days (average 12 days). Participants were 

asked to visit the other Dashboard Variant – i.e., partici-

pants who initially saw the comparison Variant were asked 

to view the no comparison, and vice versa. Participants 

were also asked to complete a final survey that was focused 

on the differences between the two Dashboard Variants. 

Data Analysis 

Surveys contained 5-point Likert scales (1=strongly disa-

gree, 3=neutral, 5=strongly agree) or 7-point self-rating of 

skill (1=min, 7=max). Analysis of within-subject factors for 

survey questions used Friedman’s ANOVA for related 

samples; post-hoc pairwise comparisons used Wilcoxon 

Signed Ranks Tests for two related samples. For the analy-

sis of questions for between-subject conditions, we used the 

Mann Whitney U test. In addition to analyzing the quantita-

tive data, we used survey comments to help explain results 

found in statistical analysis. Our post-hoc tests of survey 

data and analysis of search log data used many dependent 

variables, so using Bonferroni corrections to control the 

experiment-wise error rate, we set α to 0.05 divided by the 

number of dependent variables.  

Results 

We now present our results, organized by main findings. 

We show that participants found their interactions with the 

Search Dashboard (and in particular with their Techniques 

and Tendencies) to be valuable, and that it impacted their 

self-assessment of their search skills. The use of compari-

son data, especially search expert data, led to increased en-

gagement and insights, as well as observed behavioral 

changes for Tendencies and Techniques. 

The Search Dashboard is Engaging 

We assessed participants’ level of engagement, through the 

Dashboard interaction logs. Although we did not provide 

specific time guidelines for using the Dashboard, analysis 

of the Dashboard log data reveals that the participants spent 

almost half of an hour (28.65 min.) exploring their data. 

During this time, participants looked at 39.96 tooltips on 

average. They were also likely to return to the Dashboard 

on their own after their initial study visit, with 72.53% do-

ing so at least once and the logs recording an average of 

2.28 visits per participant.  

Techniques & Tendencies More Insightful Than Topics 

To understand how insightful the Data Types were we elic-

ited ratings on “I learned something new”, “I was surprised 

by some aspect of my history”, and “Based on what I saw, I 

will change how I search”. All three aspects showed signif-

icant differences between Data Types. Statistics are pre-

sented in Figure 6, and are discussed below. 

Overall, users did not feel the Topics provided much insight 

in terms of the questions posed, agreeing below neutral that 

Topics would lead to change in how they search. A few 

participants really enjoyed the Topics data. One participant 

reported, “I love the area of my topics and how it separates 

them out into categories ... That type of information I find 

very interesting.” However, more participants stated that 



 

they were not certain how to make use of it: “Interesting 

information. But, not necessarily actionable.” 

The Tendencies and Techniques data were viewed more 

positively than Topics. While insights were rated higher for 

both Data Types, participants were particularly likely to be 

surprised or learn something new when viewing data related 

to their Tendencies. Again, many users expressed not 

knowing how to take action on the data with users com-

menting: “probably the [Tendencies] tab [was the most in-

teresting] although nothing was really ‘actionable’”, and 

“pretty cool, although not sure how I would modify my 

behavior based on that”. Despite Topics data receiving low 

ratings, some participants reported that they found the most 

value in seeing the data of Topic Experts (such as being 

able to see the domains that computer experts most often 

visit). For example, one participant said, “There is good 

information about what I would use to augment my search-

es in the future. It's helpful to find… sources of information 

aside from what I've been searching for in the past. It's like 

having a friend tell you ‘have you checked out this site?’”  

Overall, the comments revealed a strong preference for in-

formation that participants could see an immediate applica-

tion for. In these terms, they felt Techniques data would 

most likely change how they searched. While this was like-

ly due to most people learning something new, being re-

minded was also valuable: “There are features … that I’ve 

forgotten about that this has been a great reminder for.” 

Self-Assessment of Search Skills Changed 

To see how the Dashboard influenced views about search 

skills, participants were asked to rate their search skills 

along a number of dimensions when they first agreed to 

participate in the study (pre), and then again several weeks 

later after viewing the Dashboard (post). As shown in Fig-

ure 7, through the use of the Dashboard, participants came 

to believe they were less skilled search engine users. This 

suggests that they learned they have room for improving 

their search behavior, whereas initially they saw less room. 

Comparison Leads to Increased Engagement and Insights 

To see if comparison data led to increased engagement and 

insights we looked at the ratings with Dashboard variant as 

a between-subjects factor (see Figure 8). In all cases partic-

ipants rated the comparison dashboard higher than the non-

comparison version. In particular, participants in the com-

parison condition were more likely to report that the Search 

Dashboard would change how they search, and as we will 

see in the subsequent section, this proves to be true. Partici-

pants’ comments also revealed enthusiasm for the compari-

son data (e.g., “Interesting. Fun to compare.”). 

We hypothesized that participants would explore and spend 

more time with the comparison Dashboard. A series of one-

tail t-tests to compare each of the three system-usage varia-

bles system usage revealed significant differences (with 

α=.0167). Users in the comparison condition spent more 

time visiting the Dashboard during the study, read tooltips 

more often, and paid more visits to the Dashboard after 

their initial visit (see Figure 9).  

Behavior Change Observed for Tendencies & Techniques  

To assess whether or not participants’ experiences with the 

Search Dashboard led them to change aspects of their be-

havior, we compared search behavior pre using the Dash-

board to behavior post. For this analysis we looked at the 

differences between participants in the Dashboard Variant 

conditions for each of the data elements presented in the 

Dashboard. We also created a control group from the 

browser logs to provide a baseline for each of our metrics 

and to assess whether there were external factors (such as a 

new search engine feature) that could have caused any ob-

servable behavior change during the study period. 

Figure 6. Mean ratings and ± SEM of insights provided by the 

Dashboard for each of the three Data Types. All questions were 

sig. diff. (p<.001). Sig. diff. pairs are indicated by lines (p<.05). 

Figure 7.  Mean and ± SEM for self-assessment ratings before 

(pre) and after (post) using the Search Dashboard. Sig. diff. 

were found for all ratings (*=p<.01, **=p<.001). 

Figure 8. Mean and ± SEM for ratings of insights between 

Dashboard variants. Sig. diff. were found for all aspects 

(*=p<.05, **=p<.001). 

Figure 9. Mean and ± SEM usage statistics for both Dashboard 

variants. For all aspects, usage was significantly higher in the 

compare condition than the no compare condition (p<.01). 

 



 

To build the control group, for each variable we sampled 

1000 users separately using the log data described earlier, 

for a time period coinciding with the study. Separate sam-

ples for each variable were used to best resemble the mean 

and variance of that variable across all of our participants’ 

pre-dashboard behavior. We did this because we believed 

that a simple random sample of users would not yield a set 

of users who were sufficiently representative of our partici-

pants’ behaviors and search expertise across all dimensions. 

Only users who performed the actions of a measure were 

used in analysis (e.g., only users who clicked on a result 

were used to compute time to click).  

The means and standard deviations for all measures across 

all groups and time periods are presented in Table 1. We 

used a mixed-design ANOVAs with group (no comparison, 

comparison, and control – independent measures), and time 

(pre dashboard and post dashboard – repeated measures), as 

the factors. The analysis revealed no significant difference 

between the experimental groups on any of the metrics for 

the pre dashboard period. There were significant differ-

ences between groups in some of the metrics post using the 

Dashboard (all F(2,560-1100) ≥ 6.24, p ≤ .002), where 560-

1100 denotes the minimum and maximum degrees of free-

dom in the error term, based on the total number of users, 

across all groups, who performed the actions for each de-

pendent variable and the number in the control group.  

Participants in the comparison group changed Tendencies – 

taking longer to click on search results and issuing longer 

search queries – and Techniques – using operators, answers, 

and verticals more frequently – as compared to the other 

groups. There was a significant effect of time on behavior 

within the comparison group for the same Tendencies and 

Techniques (all F(1,561-1101) ≥ 10.94, p ≤ .001), and sig-

nificant interactions for the same variables between group 

and time for the comparison group (all F(2,558-1098) ≥ 

7.01, p ≤ .001). The findings suggest that participants in the 

comparison group significantly changed aspects of their 

behavior after seeing their Dashboard. 

In looking for behavior change metrics for Topics data, we 

decided to assess whether the Dashboard led participants to 

explore more domains than they would typically consider, 

and whether they would consider exploring the topical in-

formation they were exposed to by using more unique que-

ries. Neither of these measures showed a significant change 

in behavior after users viewed the Dashboard.  

DISCUSSION 

Our study of 90 peoples’ experiences with the Search 

Dashboard provides the following five main results: 

 Reflecting with the Search Dashboard changed peoples’ 

attitudes about search engines and their own search skills. 

 Reflection led participants to adjust their search behavior, 

but only when comparison data was available. 

 Participants changed their behavior for 5 of the 12 data 

elements presented. 

 Participants preferred, and changed behavior for, data on 

Techniques and Tendencies but not Topics; likely due to 

a strong preference for data the can be easily applied.  

 Comparison data also increased user engagement, chang-

es in attitudes, and insight drawn from reflection. 

Explanation for Results 

Presenting personal data and descriptions of the different 

data elements provided participants with aspects of their 

behavior, which they may not have previously considered 

as affecting their search performance. This likely caught 

their interest, and led them to explore and consider the 

different data elements carefully. In this way, personal data 

alone was sufficient to allow participants to have valuable 

reflection on their behavior, by providing new insights and 

interaction possibilities, and also by showing them that 

there may be more to search engine use than they had 

previously thought. 

The ease with which the data presented can be acted upon 

seems to be important to participant views of how valuable 

particular data is, and how likely they were to adjust that 

aspect of their behavior. Comparision data from user 

archetypes improved participants’ perceptions of the value 

of the data and increased the degree of insight they were 

able to draw. Behavior change only occurred when 

comparison data was available. In other words, without the 

clear targets that were provided by seeing how other users 

behave, participants found the data less useful because the 

goal was not as obvious. Further, participants may not have 

 measure time control no compare compare 

T
e

c
h
n
iq

u
e
s
 

Operator 
use 

pre 3.5% (1.1) 3.7% (1.2) 3.2% (0.9) 

post 3.4% (0.8) 3.3% (1.4) 7.3% (1.0) 

Vertical 
use 

pre 2.98 (0.3) 2.97 (0.3) 3.01 (0.3) 

post 2.97 (0.3) 3.12 (0.4) 3.74 (0.4) 

Answer 
use 

pre 31.2% (10.0) 30.1% (8.0) 29.9% (8.0) 

post 30.9% (8.0) 31.1% (7.0) 33.1% (9.0) 

T
e

n
d
e
n
c
ie

s
 

Query 
length 

pre 2.91 (0.6) 2.91 (0.4) 2.93 (0.4) 

post 2.95 (0.50) 2.94 (0.4) 3.07 (0.3) 

Click    
entropy 

pre 1.51 (0.7) 1.48 (0.7) 1.50 (0.7) 

post 1.50 (0.8) 1.51 (0.7) 1.49 (0.7) 

Clicks      
per query 

pre 0.51 (0.2) 0.50 (0.2) 0.51 (0.2) 

post 0.52 (0.2) 0.51 (0.2) 0.51 (0.2) 

Time          
to click 

pre 16.39 (2.4) 16.52 (3.3) 16.31 (3.11) 

post 16.41 (3.0) 16.43 (3.9) 17.88 (3.1) 

Session 
time 

pre 13.6 (8.4) 13.4 (8.5) 13.8 (8.3) 

post 13.9 (8.4) 13.3 (8.3) 13.4 (8.3) 

Session 
queries 

pre 1.42 (1.1) 1.39 (1.0) 1.43 (1.0) 

post 1.48 (1.1) 1.42 (1.0) 1.45 (1.1) 

T
o

p
ic

s
 Domains pre 85.40 (50.3) 85.29 (58.8) 86.44 (57.4) 

post 86.11 (49.5) 86.12 (59.2) 87.22 (59.2) 

Query 
terms 

pre 77.67 (50.2) 77.93 (50.3) 77.11 (50.2) 

post 80.13 (51.4) 78.04 (49.6) 78.26 (50.3) 

Table 1. The 11 metrics for the 12 data elements presented pre 

and post visiting the Dashboard. Sig. differences were found 

within subject and between groups for the same variables (bold-

ed). For these variables comparison led to sig. higher usage. 

 



 

known that there was room for change, but seeing that 

experts or even typical users were different from them, 

clarified the possibility of making positive changes.  

There was likely a similar effect for the particular data 

elements themselves, where 5 of the 12 elements led to 

participants changing that aspect of their searching. The 

Topics data did not provide a clear use case to all 

participants, whereas data on Techniques and Tendencies 

were more straightforward. For example, a participant 

seeing that the weather direct answer is commonly used by 

experts, would have easily been able to infer that experts 

use this technique to save time (because the forecast is 

shown with the search results). For Tendencies data, 

comparison provided clear targets for how behavior could 

be changed, which would not have been available in the 

non-compare condition. For example, showing a user that 

they take eight seconds on average to select a result, does 

not necessarily suggest they should slow down. However, 

when participants saw that Search Experts take longer than 

Typical Users to select a result, they were able to infer that 

experts must study and select results more carefully than 

typical users (as suggested in survey responses).  

Even with comparison data, some elements do not provide a 

clear path towards behavior change. For example, query 

ambiguity is not observable in search results or while 

formulating a query, so exactly how to influence one’s own 

query ambiguity rating is not apparent. Also, data relating 

to Topics were likely difficult to apply, since these data 

largely relates to the queries people use. We believe that 

Topics data can provide useful information about topically 

relevant search terms, topic categories, and websites. 

However, because the range of potential information needs 

is so enormous, the data presented in the Topics section of 

the Dashboard may have be unrelated to a person’s current 

need. For example, knowing that computer experts make 

frequent use of  the stackoverflow.com domain might be 

interesting, but would be of little help in buying a laptop. 

Finally, data that does not lead to behavior change can still 

have value. We believe that the Search Dashboard helped to 

change users’ views of Web search overall because a 

complete picture of different search aspects was given. 

Further, because different people valued the data elements 

differently, a fuller data set could engage a wider audience. 

Important Considerations 

While our results clearly show that reflecting on personal 

search behavior can lead to behavior changes, we must in-

terpret the results remembering how participants encoun-

tered their data. The surveys likely aided in inducing reflec-

tion; they created an artificial requirement for people to 

look at and think about their search history in a way they 

might not have otherwise done. Further, it is possible there 

was a novelty effect. While there may have been confound-

ing influences, we believe their role was minimal compared 

to the interface itself because behavioral changes occurred 

for the compare condition, and not for the non-compare.  

Another important consideration is how experts were iden-

tified. Our approach of selecting the users who most often 

employed search operators likely misidentifies some ex-

perts and misses others. However, the approach was correct 

often enough that the aggregated behavior patterns of expert 

and typical archetypes were consistent with previous find-

ings [27]. Regardless of how experts are characterized, our 

work makes clear that search behavior can be impacted by 

reflection, and the comparison with the archetypes we cre-

ated were essential for the observed changes. 

We also do not know whether the Dashboard necessarily 

helped participants become better searchers or to improve 

their search performance. For example, users may try to use 

more query terms than necessary, leading a search engine to 

return results that are less relevant. This would mean 

participants are worse off because of their changed search 

behavior. In this first study, our primary research questions 

relate to understanding how people make use of different 

types of data, and whether or not it can impact search be-

havior and attitudes. However, related work has suggested 

that the knowledge and use of particular search engine 

functionality and other characteristics of search engine use 

can predict improved searching performance [2,27], and 

that people can infer the thought process of others by imi-

tating behavior [8]. We hypothesize that people may have 

been able to think more like search experts, can apply their 

new knowledge appropriately, and did increase their search 

performance; but we leave this evaluation to future work. 

Designing Search Feedback for Reflection 

Reflecting on search behavior can lead to changes in terms 

of behavior and attitudes about search, and therefore should 

be used by search engines. Given recent interest in provid-

ing search feedback and in educating searchers, we believe 

our approach can be used with little change. A Search 

Dashboard-like system would fit in well with existing 

search engine history facilities. Because all of the data used 

in the Dashboard are currently collected by search engines, 

the development cost of such a feature would be low.  

It is also interesting to consider how users would encounter 

and use a Search Dashboard system if it were part of search 

engines. We feel that current search history functionality 

may not be widely used, except in specific situations, such 

as trying to refind a previously viewed website. However, 

the Dashboard offers a very different, and likely more 

engaging, view of personal search behavior. We feel that 

upon learning about a new Dashboard-like system many 

people would be inclined to test its functionality. And, as 

we demonstrated in our study, even a single session is 

sufficient to affect people’s attitudes and search behaviors. 

We believe that after an intial encounter people would use 

the Dashboard as a reference when they have difficulties or 

an opportunity arises. This being said, it is also interesting 

to consider how aspects of the Dashboard may be inserted 

directly into the search experience for more frequent user 

contact, as a reminder or for encouragement to improve 

their Techniques, Tendencies or Topics. Rather than a “Tip 

of the Day” style widget, reminders should be personally 



 

meaningful to capture user interest and suggest a target for 

change. For example, after a period of observed search 

engine use, a widget could be added directly to search 

results that says: “You have used fewer terms in your 

queries this month than last month. Search experts average 

more query terms than novices.” 

CONCLUSION 

We presented and studied the Search Dashboard, a search 

history feedback system that lets users reflect on their own 

search behavior and, in some cases, see how that behavior 

compares to others. The findings of our user study provide 

evidence that personal history data can lead users to chang-

es in both search behavior and attitudes about search. Par-

ticipants found their interactions with the Search Dashboard 

valuable and particularly valued viewing information about 

their Techniques and Tendencies. Also important to partici-

pants was being able to compare their behavior with that of 

others, and led to changes in aspects of their search behav-

ior to better match search experts. The strong results of our 

study demonstrate the potential that reflective interfaces 

have to help people learn to better utilize search engines. 
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