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Abstract 

In this paper we suggest an approach to  describing 
and tracking the deformation of facial features. We con- 
centrate on the mouth since its shape is important in 
detecting emotion, however we believe that our system 
could be extended to deal with other facial features. In 
our system, the mouth is described by a valley con- 
tour which is based between the lips. This contour 
is shown to exist independently of illumination, view- 
point, identity, and expression. We will present a real- 
time mouth tracking system that follows this valley. It 
will be shown to be robust to changes in identity, illumi- 
nation and viewpoint. A simple classification algorithm 
was found to  be sufficient t o  discriminate between 5 dif- 
ferent mouth shapes, with a 100% recognition rate. 

1 Introduction 

Faces are dynamic objects that can undergo a vast 
number of non-rigid transformations. Facial images 
contain features that can be used to help understand 
different expressions and facial states. For instance, the 
shape of the mouth can be used to detect the emotive 
state of a subject, such as happiness or anger. When 
sequences of data are available, then the mouth may be 
used to help in speech recognition. 

In order to identify and analyse facial expressions a 
well defined description of the deformations is required. 
It is relatively straightforward to identify a description 
of rigid transformations such as rotation and transla- 
tion, but a simple, natural description of non-rigid de- 
formations does not exist. One method for creating a 
framework in which to study facial deformations is to 
construct a model of the facial muscles and skin t i s  
sue based on anatomical descriptions [14]. Such an ap- 
proach is limited by the quality of existing biological 
models and by its complexity. Another approach only 
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models the parts of the face that are relevant for under- 
standing motion. Typically, only the eyes and mouth 
are studied, since these are considered to be the most 
important features [ll]. On static images, expressions 
have been represented as the deviation of up to 100 spe- 
cial points from their neutral position [lo]. Detecting 
the special points automatically is a non-trivial problem 
and therefore features were often extracted manually. 
Automatic modelling of facial features from sequences 
of images was studied by [3]. Real time tracking of spe- 
cial points on the face was implemented by Gee and 
Cipolla (1994) to determine the face’s gaze direction. 
Essa et a1 (1994) suggest the use of image sequences in 
expression understanding. In their work, optical flow 
was used. 

In this paper we address the problem of construct- 
ing a framework that will allow the description of fa- 
cial expressions and movement based on image features. 
Furthermore, we have studied the detection and track- 
ing problem in real-time. Although we have concen- 
trated on tracking the mouth, we believe that our tech- 
niques will be applicable to other features. We present 
a tracker that follows the valley in pixel intensity that 
lies between the two lips. The valley contour is tracked 
using ‘dynamic contours’ which consist of an estimator 
that uses both prediction and measurement to follow 
the movement of the contour. The prediction uses an 
a priori model of the contour dynamics perturbed by 
noise. In this case the estimator is a Kalman filter. 
The advantage of this approach is that the dynamics 
may be ‘tuned’ using a motion learning algorithm. It 
is also relatively straightforward to implement the full 
algorithm on modest hardware in real time, typically 
running at  50 Hz. 

Once tracking can be achieved in real time, the re- 
sults can be used for classifying the shape of the mouth. 
We will present a classifier that can discriminate be- 
tween five mouth shapes: a neutral expression, a down- 
turned expression, an open mouth, a smile with close 
mouth or with the teeth showing, and an expression 
with pursed lips. The conclusions suggest ways in which 
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Figure 1: All images show the same face under different conditions. (a) shows the canny edges, (b) shows the 
horizontal valleys, (c) shows the horizontal valleys when the illumination is from the left, not from the center, (d) 
shows the effect of rotating the valley direction through 45’. 

this technique could be extended to  track the mouth 
more fully. Additionally, further applications of our ap- 
proach are considered, some of which are already under 
construction. 

2 The Use of the Valley Contour as a 
Feature 

The lips around the mouth are usually a different 
colour from the surrounding skin. Therefore edges have 
often been used as image features by face recognition or 
tracking systems. Unfortunately the number of edges 
near the mouth is quite large as can be seen in Fig. l(a).  
This is not only due to the parameter choice, but due 
to changes in the albedo together with the shadows in 
the mouth area. It is, therefore, hard to detect which 
edge corresponds to which lip. Another disadvantage in 
using the edges directly is that the contrast of the edges 
depends on the illumination. It is therefore necessary 
to change the parameters of the edge detector when 
the illumination changes. The net result of this is that 
existing methods use artificial techniques for ensuring 
that tracking systems remain stable. One method uses 
make-up to colour parts of the face [13]. Another ap- 
proach tracked the lips from the side, where the contrast 
would be much greater [3]. 

In this paper we suggest the use of a valley con- 
tour that lies between the two lips as a feature. Val- 
ley contours have previously been used by [9, 15, 61. 
Fig. l(b) shows that there are fewer valleys than edges 
around the mouth. A simple directional valley detec- 
tor was implemented. Given a direction on the image 
U = (cos(8),sin(8))T where the intensity of the image 
is I then a valley point, in this case, occurs at a point 

where: 
u . V I  = 0 

and { u T ( V V I ) u  > 0 

The valley contour is then a set of connected valley 
points. These expressions are approximated so that,  
in practice, the presence of a valley at a point P is 
determined by sampling the pixel intensity at the three 
points P ,  P+pu and P-pu where p is a scalar referred 
to as the “valley scale” parameter. This type of valley is 
robust to the direction parameter, 8. A change of 45’ to 
the valley direction (Fig. 1 (b) and (d)) only produces 
minor changes to the valleys around the mouth The 
valleys are also robust to the valley size. The robustness 
of the valley to illumination is demonstrated in Fig. 1 
(b) and (c), where the same parameters were used to 
produce images of the same face with illumination from 
the left and the center. The existence of the valley 
between the lips is also independent of changes in facial 
expressions. 

The disadvantage of using only valleys is that they 
lack some information about the lips’ position con- 
tained in the edges. However, in future work we intend 
to use the valley to  help in the detection of the lip edges 
and to determine the visibility of the teeth and tongue. 
This will give a full description of the mouth shape. 

3 The Tracking Framework 

The tracker described in this section consists of a 
Kalman filter designed to model the dynamics of a mov- 
ing contour. The contour, a quadratic B-spline can be 
described in terms of a set of control points. Measure- 
ments are made along the length of the spline which 
relate the contour to the tracked feature. The estimate 
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Figure 2: The tracked spline position for six different expressions: (a) neutral, (b) smile, (c) sad, (d) open, (e) ee, 
(f) 00. 

of the spline’s current position is calculated from the 
measurements and a prediction of the position based on 
the previous history of the contour. The basic tracker 
framework is that  of Blake et  a1 (1993) and the partic- 
ular implementation used is briefly described here. 

The curve to be tracked is represented by a set of 
parametric B-splines with IV spans. In this implemen- 
tation an open quadratic spline was used. The B-spline 
representation allows the curve to be characterised by a 
number of control points, N, ,  where N ,  = N + 2. The 
curve is related to the control points by equations of 
the type: 

z ( s , t )  = B ( s ) X ( t )  and y(s,t) = B(s)Y( t )  

where t represents motion through time, s parame- 
terises the B-spline curve and B(s) is the usual B-spline 
matrix. It is assumed for tracking purposes that the 
image of the object to be tracked may be adequately 
described by the B-spline and its control points, X ( t )  
and Y ( t ) .  A template is also required to enable suc- 
cessful tracking. This is equivalent to the steady state 
position of the contour, and is wiitten as X and Y. 

To increase the stability of the tracker and improve 
the speed of the algorithm, we used the six dimensional 
affine subspace of the template to describe the possi- 
ble contour deformations. It is clear that the range of 
deformations of the mouth do not belong to the affine 
subspace. However, practical experience indicates that 

the affine space is sufficient to represent all of the de- 
formations that the contour makes provided that the 
original template is not a straight line. 

The 6 dimensional affine vector Q can be related to 
the control point space by the matrices W and M in 
the following way 

The motion of the spline is represented by a second 
order stochastic differential equation. This is discre- 
tised to give an expression for the motion of the form. 

Where the noise term w, is Gaussian. The vector X is 
defined in the following way: 

x=( 8) 
and A is derived by discretising a matrix of the form: 

The measurement process is similar to that used by 
Blake et  al(1993). Measurements are made along rays 
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perpendicular to the spline, and a validation gate mech- 
anism of the type proposed by Bar-Shalom (1988) is 
implemented. This limits the length of each ray to be 
proportional to  the error covariance projected along the 
perpendicular to  the spline. However, rather than de- 
tecting edges, the measurement process tests for the 
presence of a valley along each perpendicular. Since 
most of the spline is itself horizontal, this gives very lit- 
tle information about the horizontal positioning of the 
spline - the aperture problem [7]. To counteract this 
an “end of valley” detector was used at the ends of the 
spline. 

The Kalman filter evolves in two stages, prediction 
and measurement. For each stage the means and covari- 
ance of the state estimates are updated. The sequential 
version of the Kalman filter was used [l]. The basic idea 
is to process each of the measurements sequentially, and 
update the covariance matrices accordingly. If a mea- 
surement fails, then no update is made. 

Initially the dynamics were chosen in a similar way 
to those in Blake et a1 (1993). This produced a tracker 
that worked reasonably well. The data produced by 
this tracker was then used to  bootstrap a learning pro- 
cess to generate better dynamics using Maximum Like- 
lihood Estimation [3, 41. Clearly better constraints on 
the dynamics will result in more robust tracking since 
unnatural deformations and dynamics of the contour 
will be avoided. Since we are interested in tracking the 
changing shape of the mouth as well as its location in 
the image, the training should include the dynamics of 
all the possible transformations of the lips. We collected 
sequences for the expression changes, as well as rotation 
about the vertical axis, rotation about a horizontal axis 
(nodding) and translation. 

4 Robust Tracking 
It is important for any tracking system to be robust 

to illumination, identification and viewing position as 
well as being able to track the typical expressions of an 
individual. This section demonstrates how successful 
our algorithm is. Firstly, i t  should be noted that all the 
tracking experiments were run at  50 Hz on a standard 
SUN SPARC 2 with a Datacell S2200 frameboard. 

Tests sets were created out of the following six ex- 
pressions. A neutral face (Fig. 2a). A closed mouth 
smile with the corners of the lips drawn upwards (Fig 
2b). A sad face with the corners of a closed mouth 
turned down as far as possible (Fig. 2c). An open mouth 
with the lower jaw dropped as far as possible (Fig. ad). 
Open smile, ee,  similar to the smile, but with the teeth 
visible (Fig. 2e). Pursed lips, 00, an exaggerated version 
of the “00” sound (Fig 2f). A typical set would con- 
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tain about 1000 frames and would consist of the subject 
moving from one expression to another and then hold- 
ing each expression for about 100 frames. Test sets of 
increasing difficulty could be created by changing ex- 
pression more rapidly. 

The initial test sequences were created with a single 
stationary subject under standard office lighting from a 
viewpoint directly in front of the subject. The tracking 
of the 6 different mouth shapes is shown in Fig. 2(a- 
f). The system was shown to  be robust to changes 
in illumination condition without any parameter tun- 
ing (Fig. 3(a-c)). The system needed no extra training 
to cope with a change of viewing position as long as 
the mouth location in the image was relatively fixed 
(Fig3(d)). When the mouth location changed on the 
image, additional learning was required. The learning 
was based on two sequences of purely translational and 
purely rotational motion. The effect of translational 
motion tracking is shown in Fig. 3(e). Finally i t  is im- 
portant for a tracker to work successfully with a range 
of subjects. Since the template is so simple, i t  can be 
used, unchanged, on a variety of subjects (Fig. 3(f)). 

5 Classification of the Valley Shape 

A system that will track and analyse the shape of 
an individual’s mouth can be used to support speech 
recognition [12], and to analyse facial expressions. In 
this section we investigate the amount of information 
that the valley contains. 

Classification algorithms were tested on the same ex- 
pressions used in the previous section. However, an 
initial examination of the data indicated that the dif- 
ference between the ee and the smile were negligible, 
and these two expressions were joined together for the 
purposes of classification. This highlights one obvious 
failing of a single contour; subtleties of expression will 
not be distinguished when the differences are due to the 
mouth being open or the teeth being visible. 

Based on the 4 parameters of the affine transforma- 
tion (no translational parameters were considered), we 
classified the shape of the valley using a linear approx- 
imation to the Bayesian classifier [SI. The basic postu- 
late is that each class has a fixed mean and covariance 
in the 4-dimensional space. In the linear approximation 
to the Bayesian classifier, it may be assumed that the 
covariance of each class (smile, sad, elc) is identical. A 
measurement is classified by determining the class that 
i t  lies closest to. 

Data was collected in bursts lasting around 20 sec- 
onds (around 1000 frames). The expressions were cap- 
tured in the following order: neutral, smile, neutral, 
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Figure 3: This figure demonstrates the robustness of the tracker to varying illumination (a-c), viewpoint change (d-e) and 
identity (f) .  

Predicted Class 
neu smi sad open 00 

232 
0 212 

0 255 

Table 1 : Confusion Matrix for Linear Discriminant, 
Note that the classes can effectively be distinguished 
perfectly, since expressions are only ever confused with 
the neutral expression. 

sad, neutral, open, neutral, eel neutral, 00, nezltral. '. 
Two independent samples were collected. This meant 
that one set could be used for training purposes, and 
one for testing. It was assumed that the expression 
should be independent of translation and consequently 
only the four affine parameters were used for classifica- 
tion. The classifier worked remarkably well on the test 
data. Since the data was trained on one set and tested 
on another, two sets of results may be obtained, one 
for each training set. Table 1 presents the sum of the 

two confusion matrices. I t  shows that classification is 
perfect if the confusion with the neutral expression is 
disregarded. 

This type of classifier shows that it is possible to dis- 
tinguish between different features using our approach. 
Although the training must be done off-line, and pre- 
sumably independently from one subject to another, 
the technique could be used as an on-line recognition 
system without any additional hardware. 

So far, we have only studied the classification prob- 
lem from a single viewpoint - facing forward. We 
also investigated the problem of determining a changing 
viewpoint as well as expression simultaneously. Prelim- 
inary studies indicate that using a similar Bayesian clas- 
sifier, it is possible to classify both the valley shape and 
the viewpoint, in the case where just three viewpoints 
are considered - from the left, the right and straight 
ahead. However, to improve robustness we intend to 
study a system that will classify the face position first 
and then classify the mouth shape given an .approxi- 
mate viewpoint. Since the tracking performance has 
been shown to be independent of identity, it may be 
possible to construct a classifier that is also identity 
independent. 

6 Conclusions and Further Work 

'Other sequences with different orders were also examinedand In this paper we have suggested framework to de- 
scribe and track the deformations of the shape of the shown to produce similar results. 
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mouth which may be described by a valley contour ly- 
ing between the lips. The contour was shown to ex- 
ist independently of illumination, viewpoint, identity 
and expression. Additionally, the shape of the valley 
was shown to contain extractable information about the 
shape of the mouth. A ‘learning’ algorithm was imple- 
mented to improve the performance of the tracker, and 
it has been demonstrated that its effect is significant. 
The tracker was implemented in software and needs no 
specialised hardware beyond a camera and framegrab- 
ber which are becoming standard on several systems. 
The system will run in real time and is robust to lig.ht- 
ing conditions, viewing angle and identity. 

The valley contour contains useful information about 
the shape of the mouth. We have used the tracker to 
construct classifiers and demonstrate that the mouth 
shape can be classified in real time. We intend to  intro- 
duce additional splines to improve classification. The 
first stage will be to add in extra splines to model the 
upper and lower lips. Later we propose to model more 
of the head to enable more accurate recovery of the 
mouth location and the viewing angle. Once these fea- 
tures have been implemented we will attempt to con- 
struct an improved classifier able to analyse a wide 
range of expressions. 

Tracking in this manner has numerous applications 
such as identifying expressions and supporting speech 
recognition systems. When combined with an appropri- 
ate animation system it should be possible to compress 
the expression data for video communication. In the 
same way applications exist in the field of real time an- 
imation, currently only possible with costly specialised 
hardware. Finally, it might be possible to use infor- 
mation from this type of tracking to analyse the vari- 
ability that occurs within the same face due to viewing 
conditions, and hence construct systems that recognise 
people. We believe that our system is a significant step 
towards a more generalised approach that will support 
such applications. 
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