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Chapter 1
Introduction

The central theme of this thesis is simultaneous rigid E-uni�cation. Origi-nally, simultaneous rigid E-uni�cation was introduced in the context of au-tomated theorem proving in classical logic with equality, but has thereafterbeen shown to have important connections to other research areas, such asintuitionistic logic with equality, second-order uni�cation, some combinato-rial problems and �nite tree automata. In the thesis we look closely at someof these connections. In particular, we investigate� the decidability of various fragments of simultaneous rigid E-uni�ca-tion,� the decidability of some fundamental decision problems of automatedtheorem proving related to the Herbrand theorem,� the complexity of basic decision problems of �nite tree automata and� the decidability of some fragments of intuitionistic logic with equality.We show new decidability and complexity results in all those areas and pointout some open problems.This chapter is organized as follows. We start by giving a brief overviewof the so-called rigid variable methods that arise in automated theoremproving methods in classical logic based on the Herbrand theorem. Wethen give a brief history of simultaneous rigid E-uni�cation and illustratehow it arises in the rigid variable methods when equality is allowed. We ex-plain also the relationships between the notions: (simultaneous) uni�cation,E-uni�cation, rigid E-uni�cation and simultaneous rigid E-uni�cation. Fi-nally, we give an overview of the rest of the thesis.1.1 RIGID VARIABLE METHODSAutomated theorem proving in classical �rst-order logic deals with the va-lidity problem of closed �rst-order formulas:



2 IntroductionGiven a closed formula ', is ' valid?There is a category of automated theorem proving methods, known as thetableau methods and the matrix methods, the theorectical foundation ofwhich is provided by the Herbrand theorem [74]. Below we illustrate bothmethods brie
y. Collectively, such methods are referred to as the rigidvariable methods [157].We can consider, without loss of generality, �rst-order languages with atleast one constant. So the set of ground1 terms is always nonempty. Onepopular form of the Herbrand theorem is this:A closed formula 9~x'(~x), where ' is quanti�er free, is valid ifand only if there exists a positive integer m and a sequence ofground terms ~t1; : : : ;~tm such that the disjunction '(~t1) _ � � � _'(~tm) is valid.Informally, we refer to the number m as the multiplicity. The reason why itis su�cient to consider formulas in this dual Skolemized prenex form, is thatany closed formula can easily be transformed into this form that is valid ifand only if the original formula is valid.The tableau and the matrix methods are all refutation systems2, but onecan easily dualize these methods to get a direct proof instead of a refuta-tion. If we ignore the details in such dualized versions, we can identify thefollowing procedure underlying them. We call it the principal procedure ofrigid variable methods. Let 9~x'(~x) be a closed formula that we wish todecide the validity of, where '(~x) is quanti�er free. Proceed as follows:Step I Choose a multiplicity m.Step II Check if there exists a sequence of ground terms ~t1; : : : ;~tm suchthat the disjunction '(~t1) _ � � � _ '(~tm) is valid.Step III If such a sequence of terms exists then 9~x'(~x) is valid, otherwiseincrease m and return to Step II.Let us apply this procedure to the valid formula9x (P (0) _ P (1)) P (x)): (1.1)Choose m = 1 at Step I. It is easy to see that Step II fails, so increase m by1 at Step III and re-execute Step II. Now, Step II succeeds with a solutiongiven by the terms 0 and 1.1We follow the custom of calling variable free terms ground, whereas formulas withoutfree variables are called closed. A closed formula without quanti�ers is also called ground.2Instead of a direct proof, the negation of the formula is shown unsatis�able.



1.1. Rigid Variable Methods 3There is of course no general way to compute an upper bound for the mul-tiplicity directly from the formula, because the validity problem of classi-cal logic (even without equality) is undecidable. The Herbrand theoremguarantees, however, that if the formula is valid, then the above procedureterminates eventually. Once the multiplicity is �xed, Step II reduces to(simultaneous) uni�cation if we consider logic without equality. If equalityis allowed, then Step II reduces to simultaneous rigid E-uni�cation. Let ustake a brief look at the tableau and the matrix methods in logic withoutequality.Tableau MethodsA proof of a closed formula ' using a tableau method amounts to a refu-tation of :'. The formula :' is expanded into a tree or tableau by usingtableau expansion rules. Each branch of such a tree should be thought of asa conjunction of formulas appearing in it and the tree itself as a disjunctionof its branches. A refutation of :' has been obtained if each branch isinconsistent, i.e., contains an atom and the negation of the same atom.It is necessary to consider the so-called free variable versions of the tableaumethods in order to avoid the huge level of non-determinism that arises whenchoosing the terms in the universal quanti�er tableau expansion rules [36,40, 47]. In the free variable based tableau methods, a tableau proof amountsto �nding a substitution3 that replaces all the variables in the tableau withground terms such that all branches become inconsistent, which is tanta-mount to simultaneous uni�cation. Figure 1.1 illustrates a tableau proofof Formula (1.1). For simplicity, the negation of Formula (1.1) has beenslightly transformed. So all the branches of the tableau in Figure 1.1 canbe made inconsistent if the following system of equations has a uni�er:fx0 � 0; x1 � 1g:Matrix MethodsThe matrix characterization of validity [119] involves a two-dimensionalview of formulas with disjunctions being displayed horizontally and con-junctions being displayed vertically. For example, the mating method [1]is based on this characterization. Let us consider a proof of Formula (1.1)by using the mating method. First, the negation of Formula (1.1) is trans-formed into the following equivalent one (in negation normal form and withthe scope of the quanti�ers being minimized):(P (0) _ P (1)) ^ 8x:P (x):3A mapping from variables to terms.



4 Introductioni (P (0) _ P (1)) ^ 8x:P (x)jii P (0) _ P (1)jiii 8x:P (x)jiv :P (x0)jv :P (x1)= nvi P (0) P (1)Figure 1.1: A tableau of (P (0)_P (1))^8x:P (x) with the free variable tableausystem of Fitting [47]. Lines ii and iii result from line i. Lines iv and v resultfrom line iii by two applications of the 
-rule. Line vi results from line ii.Both branches of the tableau can be made inconsistent with a substitutionthat maps x0 to 0 and x1 to 1.Next, the subformula 8x:P (x) is duplicated and the quanti�ers are removedfrom the resulting formula. So, a formula of the following form is obtained:(P (0) _ P (1)) ^ :P (x0) ^ :P (x1):Now, the matrix of this formula looks like this:24 P (0) P (1):P (x0):P (x1) 35This matrix has two \vertical paths":fP (0);:P (x0);:P (x1)g and fP (1);:P (x0);:P (x1)g.Both paths can be simultaneously made inconsistent (to contain an atomand its negation), through an application of a substitution that maps x0 to 0and x1 to 1. This proves that the negation of Formula (1.1) is unsatis�able.Remarks We can note that the necessity to increase the multiplicity atStep III, while searching for a proof of Formula (1.1) with the principalprocedure, corresponds precisely to the two necessary applications of the
-rule in Figure 1.1 or to the duplication of the subformula 8x:P (x) in themating proof of Formula (1.1).BackgroundAutomated theorem proving methods in classical logic can be divided rough-ly into two categories. The �rst category comprises methods that are re-�nements of Robinson's resolution principle [124] that descends from tech-niques developed already by Herbrand [74]. The �rst general method to han-dle equality in resolution based methods is based on paramodulation [123].



1.2. Simultaneous Rigid E-Unification 5Although there have been other approaches, the main line of research inresolution theorem proving with equality has been dominated by variousimprovements of paramodulation [40].The other category of methods, that we considered above, is based on se-mantic tableau or sequent calculus based proof systems, originally developedby Beth [9] and further studied by Smullyan [137]. Independently, similarmethods were introduced by Kanger [83]. We refer to such methods un-der the name of tableau. Tableau methods are to a large extent based onGentzen's work [61]. The matrix characterization of provability (where freevariables were used for the �rst time) was introduced by Prawitz [118, 119]for formulas in conjunctive normal form and was later generalized to arbi-trary formulas, independently, by Andrews [1] and Bibel [10]. Related ideasappear already in Quine [120]. The study of equality reasoning in sequentcalculus based methods was already started by Wang [158]. Important pi-oneering work in this connection was done by Kanger [84].Both categories are addressed and compared by several authors. For ageneral comparison and an introduction to tableau and resolution systemsfor arbitrary formulas, see Fitting [47]. The close correspondence betweentableau and sequent calculus systems is described in Smullyan [137]. For acomprehensive treatment of equality reasoning in automated theorem prov-ing in general see the tutorial by Degtyarev and Voronkov [40]. Futhercomparisons can be found, e.g., in Eder [45, 46], Bibel and Eder [11] andOphelders and de Swart [108].1.2 SIMULTANEOUS RIGID E-UNIFICATIONSimultaneous Rigid E-Uni�cation was introduced by Gallier, Raatz andSnyder [57], who showed that the method of matings by Andrews [1] canbe extended to logic with equality by incorporating simultaneous rigid E-uni�cation. Considering a free variable tableau method, the key observa-tion is the following. The problem of �nding a substitution that makes abranch inconsistent amounts to solving the following problem, called rigidE-uni�cation:Given a �nite set of equations E and an equation e, does thereexist a substitution � such that E� and e� are ground4 and e� isa logical consequence of E�? Such a substitution is said to solvethe rigid equation E 8̀ e.Now, the problem of �nding a substitution � that simultaneously makesall the branches inconsistent, corresponds to solving a system of such rigid4The expression X�, where X is E or e, denotes the result of replacing each freevariable x in X with the term �(x). The groundness condition of the result is for technicalreasons only, it is not part of the standard de�nition.



6 Introductionequations. This problem is called simultaneous rigid E-uni�cation or SREUfor short. There are several papers [50, 52, 53, 56, 58] that explain in detailhow SREU arises in the mating method.SREU versus E-Uni�cation and Uni�cationThe �rst decidability and NP-completeness proof of rigid E-uni�cation wasgiven by Gallier, Narendran, Plaisted and Snyder [52, 56]. Since then, thedecidability (and NP-completeness) of rigid E-uni�cation has been reestab-lished by other authors, e.g., Plaisted [116], de Kogel [27, 28] and Choi [19].In contrast, the problem of E-uni�cation is undecidable. A good example isthe undecidability of weak equality in Combinatory Logic due to Scott andCurry (cf Hindley and Seldin [75, Chapter 5]). Let � be a binary functionsymbol and let S and K be two constants. The undecidability of weakequality implies that the following problem is undecidable:Given ground terms t and s, is it the case that58x8y (K � x) � y � x8x8y 8z ((S � x) � y) � z � (x � z) � (y � z) � j= s � t ?SREU was proved undecidable by Degtyarev and Voronkov [34]. Before thatresult, there were several faulty statements about the decidability of SREU,e.g., that SREU is NP-complete [50, 52, 56], EXPTIME-complete [66] andeven NEXPTIME-complete [65]. The undecidability of SREU was quiteunexpected and implied the undecidability of several other fundamentaldecision problems in automated theorem proving [30].Simultaneous uni�cation reduces to uni�cation. Uni�cation can be solvedin almost linear time [97] and even in linear time [114] if more complex datastructures are used. It is also known that uni�cation is P-complete [44, 161].An ExampleLet us see how SREU can be used in a rigid variable method, but instead ofusing any particular method let us consider the principal procedure. Firstof all, it is easy to show that there is a simple reduction from Step II toSREU without introducing any new function symbols.6 Assume that wewant to decide the validity of the following formula:9x((c � f(c)) x � g(c)) ^ (c � g(c)) x � f(c))): (1.2)5We use `�' for the formal equality sign.6Such a reduction is given for example in Voda and Komara [151].



1.3. Simultaneous Rigid E-Unification 7Choose the multiplicity m to be 1 at Step I. The problem at Step II is nowto decide if there exists a substitution that makes the following formulaground and valid:(c � f(c)) x � g(c)) ^ (c � g(c)) x � f(c)):Such a substitution exists if and only if this system of two rigid equationsis solvable: f c � f(c) g 8̀ x � g(c);f c � g(c) g 8̀ x � f(c):This system is not solvable, because if a substitution � solves the �rst rigidequation then x� = g(fk(c)) for some k � 0, and if � solves the second rigidequation then x� = f(gk(c)) for some k � 0. So let us increase m by oneand return to Step II. The problem at Step II is now to decide if there existsa substitution that makes the following formula ground and valid:[(c � f(c)) x � g(c)) ^ (c � g(c)) x � f(c))] _[(c � f(c)) y � g(c)) ^ (c � g(c)) y � f(c))]:So let us see how this problem can be solved by using SREU. The easiestway to see this is to �rst transform the formula into conjunctive normalform (a conjunction of disjunctions of literals):(c 6� f(c) _ x � g(c) _ c 6� f(c) _ y � g(c))^ (c 6� f(c) _ x � g(c) _ c 6� g(c) _ y � f(c))^ (c 6� g(c) _ x � f(c) _ c 6� f(c) _ y � g(c))^ (c 6� g(c) _ x � f(c) _ c 6� g(c) _ y � f(c)):Now, for each conjunct construct a rigid equation E 8̀ e, where E is theset of all the equations in it that occur negatively and e is one of the pos-itive equations (chosen nondeterministically). By applying this operationto all the conjuncts of the above formula, we can get a system of four rigidequations: f c � f(c) g 8̀ y � g(c);f c � f(c); c � g(c) g 8̀ x � g(c);f c � g(c); c � f(c) g 8̀ x � f(c);f c � g(c) g 8̀ x � f(c):This system is solvable, e.g., with a substitution � such that x� = f(g(c))and y� = g(f(c)). We conclude that Formula 1.2 is valid according toStep III.



8 Introduction1.3 OUTLINE OF THE THESISChapter 2 We introduce the main notions and de�nitions that are usedthroughout the thesis. Some notions are used only locally within one chap-ter, in those cases the de�nitions are given �rst in the preliminaries of thecorresponding chapter.Chapter 3 We present a new proof of the undecidability of SREU. Thisproof implies that already a very small, actually smallest known, fragmentof SREU is undecidable. Due to the elementary nature of the proof, itbrings out and clari�es the properties of SREU that make it an undecidableproblem. We present a short survey of the earlier undecidability proofs.Chapter 4 The Herbrand theorem plays a fundamental role in automatedtheorem proving and the so-called Herbrand Skeleton problem has been ofconsiderable interest. In the general case it is e�ectively equivalent to SREUand thus undecidable. In this chapter we improve upon a number of un-decidability results related to the Herbrand Skeleton problem. The mainresult is a logical theorem, that we call the Partisan Corroboration Theorem,that we believe is of independent interest, and is our main tool in provingthe undecidability results.Chapter 5 Finite tree automata are generalizations of classical �nite au-tomata to automata that accept trees of symbols, not just strings of sym-bols. They are a fundamental tool in various areas of computer science.We focus on the following basic decision problems of �nite tree automata:non-emptiness and intersection non-emptiness. The �rst problem is shownP-complete and the second one EXPTIME-complete. We include a shortsurvey of closely related problems and draw some general conclusions fromthis.Chapter 6 We show that SREU with one variable is decidable. Moreover,we show that this problem is EXPTIME-complete. However, if the numberof rigid equations is bounded by a constant then the problem is P-complete.So, the intractability of SREU with one variable is strongly related to thenumber of rigid equations and not their size. We also show the decidabilityof SREU when one allows several variables, but each rigid equation eithercontains one variable, or has a ground left-hand side and an equality betweentwo variables on the right-hand side.



1.5. How to Read the Thesis 9Chapter 2Chapter 3Chapter 4 Chapter 5Chapter 6Chapter 7Figure 1.2: Dependencies between the main results of the chapters.Chapter 7 The prenex fragment of intuitionistic logic is the collectionof all intuitionistically provable prenex formulas. We give a complete clas-si�cation of decidability of the prenex fragment of intuitionistic logic withequality, in terms of the quanti�er pre�x: the 99-fragment is shown unde-cidable and the 8�98�-fragment is shown decidable. At the the end of thischapter we compare these results with the corresponding results in classicallogic.Chapter 8 We state the main contributions of the thesis and give a listof all the results that are known about SREU. Finally, we point out someopen problems and discuss future work.1.4 HOW TO READ THE THESISChapters 3{7 are self-contained and can be read independently, consultingChapter 2 only when necessary. The dependencies between the main resultsin the thesis are illustrated with the the diagram in Figure 1.2.1.5 SOURCE MATERIALThis thesis is mainly based on the following material.� M. Veanes. Uniform representation of recursively enumerable setswith simultaneous rigid E-uni�cation. UPMAIL Technical Report126, Uppsala University, Computing Science Department, July 1996.



10 Introduction� M. Veanes. The undecidability of simultaneous rigid E-uni�cationwith two variables. To appear in Proceedings of Kurt G�odel Collo-quium KGC'97, 1997.� M. Veanes. On computational complexity of basic decision problemsof �nite tree automata. UPMAIL Technical Report 133, Uppsala Uni-versity, Computing Science Department, January 1997, Submitted.� Y. Gurevich and M. Veanes. Some undecidable problems related tothe Herbrand theorem. UPMAIL Technical Report 138, Uppsala Uni-versity, Computing Science Department, March 1997, Submitted.� A. Degtyarev, Y. Gurevich, P. Narendran, M. Veanes, and A. Voron-kov. The decidability of simultaneous rigid E-uni�cation with onevariable. UPMAIL Technical Report 139, Uppsala University, Com-puting Science Department, March 1997, Submitted.The order of the authors is purely alphabetical and is not intended to indi-cate the extent of the individual contributions. The main ideas behind someof the results that are presented in the thesis have been obtained in collab-oration with some of the coauthors. However, all the written proofs andthe presentation of the material in this thesis is the result of the individuale�ort of the author of the thesis.



Chapter 2
Preliminaries

2.1 FIRST-ORDER LOGICWe follow Chang and Keisler [18] regarding �rst-order languages and struc-tures. We always assume, unless otherwise stated, that the �rst-order lan-guages that we are dealing with are languages with equality and containonly function symbols. A signature is a collection of function symbols with�xed arities. A function symbol of arity 0 is called a constant. We use � or�, possibly with an index, to denote a signature. In general, a signature isassumed to contain at least one constant.Terms and FormulasTerms and formulas are de�ned in the standard manner. We refer to termsand formulas collectively as expressions. In the following let X be an ex-pression or a set of expressions.We write �(X) for the signature of X , i.e., the set of all function sym-bols that occur in X and V(X) for the set of all free variables in X . Let~x = x1; x2; : : : ; xn be a sequence of distinct variables such that V(X) �fx1; : : : ; xng. We use the metanotation X(~x) to indicate that V(X) �fx1; x2; : : : ; xng. Let ~t = t1; t2; : : : ; tn be a sequence of terms, then X(~t)denotes the result of replacing each (free) occurrence of xi in X by ti for1 � i � n. By a substitution we mean a function from variables to terms.We use �, possibly with and index, to denote a substitution. We write X�for X(�(x1); �(x2); : : : ; �(xn)).We say that X is closed or ground if V(X) = ;. By T� or simply T we denotethe set of all ground terms over the signature �. A substitution is calledground if its range consists of ground terms. A closed formula is called asentence. Since there are no relation symbols all the atomic formulas areequations, i.e., of the form t � s where t and s are terms and `�' is theformal equality sign.



12 PreliminariesFirst-Order StructuresFirst-order structures are (in general) denoted by upper case gothic letterslike A andB. A �rst-order structure in a signature � is called a �-structure.For f 2 � we write fA for the interpretation of f in A.For a sentence or a set of sentences X , A j= X means that the structureA is a model of or satis�es X according to Tarski's truth de�nition. A setof sentences is called satis�able if it has a model. If X and Y are (sets of)sentences then X j= Y means that Y is a logical consequence of X , i.e., thatevery model of X is a model of Y . We write j= X to say that X is valid,i.e., true in all models.By the free algebra over � we mean the �-structure A, with universe T�,such that for each n-ary function symbol f 2 � and t1; : : : ; tn 2 T�,fA(t1; : : : ; tn) = f(t1; : : : ; tn). We let T� also stand for the free algebraover �.Let E be a set of ground equations. De�ne the equivalence relation =E onT by s =E t i� E j= s � t. By T�=E (or simply T=E) we denote the quotientof T� over =E . Thus, for all s; t 2 T ,T=E j= s � t , E j= s � t:We call T=E the canonical model of E.2.2 SIMULTANEOUS RIGID E-UNIFICATIONA rigid equation is an expression of the form E 8̀ s � t where E is a �niteset of equations, called the left-hand side of the rigid equation, and s and tare arbitrary terms; the equation s � t is called the right hand side of therigid equation. A system of rigid equations is a �nite set of rigid equations.A substitution � is a solution of or solves a rigid equation E 8̀ s � t ifj= (ê2E e�)) s� � t�;and � is a solution of or solves a system of rigid equations if it solveseach member of that system. The problem of solvability of systems ofrigid equations is called simultaneous rigid E-uni�cation or SREU for short.Solvability of a single rigid equation is called rigid E-uni�cation.2.3 TERM REWRITINGIn some cases it is convenient to use ground term rewriting techniques atmetalevel [42, 78] when reasoning about equations. Let �! be a binaryrelation on terms. We de�ne �rst some well-known properties of �!. The



2.4. Term Rewriting 13re
exive and transitive closure of �! is denoted by ��!. The relation �!is noetherian if there exists no in�nite chaint1 �! t2 �! � � � �! ti �! � � � ;and con
uent if s ��! t1 and s ��! t2 imply that there is a t such thatt1 ��! t and t2 ��! t, The relation �! is a rewrite relation if s �! timplies that u[s�] �! u[t�] for all terms s, t and u, and substitutions �,where u[t] stands for u with certain subterm occurrence t.Let E be a �nite set of equations. We say that E is a rewrite system withrespect to an ordering � on terms if we have s � t or t � s for all equationss � t in E. We sometimes write E� if E is a rewrite system with respectto �, to emphasize the ordering. An equation s � t of E is a rule s ! tof E� if s � t. By �!E� or simply �!E we denote the smallest rewriterelation for which s �!E t whenever s ! t is a rule of E. We sometimeswrite �! for �!E when E is clear from the context. A term s is said to bein normal form or irreducible with respect to E if there is no term t suchthat s �!E t. If a term t has a unique normal form with respect to E thenthis normal form is denoted by t#E.Let E be a rewrite system. Then E is noetherian if the correspondingrewrite relation �!E is noetherian, and E is con
uent if the correspondingrewrite relation �!E is con
uent. A rewrite system E is convergent orcanonical if it is both noetherian and con
uent. Convergent systems enjoythe property that each term has a unique normal form. Moreover, if wewant to decide whether an equation s � t logically follows from a set E ofequations, and E is a convergent rewrite system, then it is enough to see ifs#E = t#E (cf [42, Section 2.4]), i.e.,E j= s � t , s#E = t#E:To construct a canonical rewrite system from a given set E of equations,while preserving the set of logical consequences of E, is the main motivationbehind the completion procedure [86]. It is well-known that for any set ofground equations there exists an equivalent canonical rewrite system [92].Moreover, such a system can be constructed in O(n3) time [51, 55] or evenin O(n logn) time [138]. A simple property that guarantees that a groundrewrite system E is canonical is that it is reduced [138], i.e., for each rulel ! r in E, l is irreducible with respect to E n fl ! rg and r is irreduciblewith respect to E.It follows by Birkho�'s completeness theorem for equational logic [12] that,given a set of ground equations E and and a ground equation s � t, s � t isa logical consequence of E i� s can be reduced to t by using the equationsin E as rewrite rules in both directions.



14 Preliminaries2.4 FINITE TREE AUTOMATAFinite tree automata, or simply tree automata from here on, are a gener-alization of classical automata. Tree automata were introduced, indepen-dently, in Doner [43] and Thatcher and Wright [143]. The main motivationwas to obtain decidability results for the weak monadic second-order logicof the binary tree. Here we adopt the following de�nition of tree automata,based on rewrite rules [20, 22].I A tree automaton or TA A is a quadruple (Q;�; R; F ) where{ Q is a �nite set of constants called states,{ � is a signature that is disjoint from Q,{ R is a set of rules of the form f(q1; : : : ; qn) ! q, where f 2 �has arity n � 0 and q; q1; : : : ; qn 2 Q,{ F � Q is the set of �nal states.A is called a deterministic TA or DTA if there are no two di�erentrules in R with the same left-hand side.Note that if A is deterministic then R is a reduced set of ground rewriterules and thus canonical [138]. Tree automata as de�ned above are usu-ally also called bottom-up tree automata. Acceptance for tree automata orrecognizability is de�ned as follows.I The set of terms recognized by a TA A = (Q;�; R; F ) is the setT (A) = f � 2 T� j (9q 2 F ) � ��!R q g:A set of terms is called recognizable if it is recognized by some TA.Two tree automata are equivalent if they recognize the same set of terms.It is well-known that the nondeterministic and the deterministic versionsof TAs have the same expressive power [43, 60, 143], i.e., for any TA thereis an equivalent DTA. For an overview of the notion of recognizability ingeneral algebraic structures see Courcelle [21] and the fundamental paperby Mezei and Wright [103].2.5 CLASSICAL AUTOMATA THEORYWe use some notions from classical automata theory and follow Hopcroftand Ullman in that respect [76]. Characters are treated as constants, in theusual case.



2.5. Classical Automata Theory 15Finite AutomataWe use the following formal de�nition of a DFA.I A deterministic �nite automaton or DFAM is a 5-tuple (Q;�; �; q0; F )where{ Q is a �nite set of states,{ � is a �nite input alphabet disjoint from Q,{ � : Q� �! Q is the transition function,{ q0 2 Q is the initial state, and{ F � Q is the set of �nal states.The transition function can be partial, i.e., unde�ned for certain elementsof Q��. Let M = (Q;�; �; q0; F ) be a DFA. The language accepted by M ,denoted by L(M), is the set of all strings a1a2 : : : an 2 ��, n � 0, such thatthere exists a sequence q1; q2 : : : ; qn of states such that qn is a �nal stateand �(qj�1; aj) = qj for 1 � j � n.Turing MachinesWe use the following formal de�nition of a Turing machine.I A nondeterministic Turing machine M is a 7-tuple(Q;�in;�; �; q0;�b; F );where{ Q is a �nite set of states,{ � is a �nite set of tape symbols disjoint from Q,{ �b 2 � is a tape symbol called blank,{ �in is a subset of � called the set of input symbols,{ � is a mapping from Q�� to subsets of Q���fleft; rightg,and is called the transition function of M ,{ q0 is the initial state of M , and{ F � Q is the set of �nal states.M is deterministic if the range of � consists of singelton sets, in whichcase we consider � as a mapping from Q�� to Q���fleft; rightg.



16 PreliminariesAn instantaneous description or ID of M is any string �q� where q 2 Qand � 2 �� and � is a string in �� not ending with a blank. The intendedmeaning of an ID �q� of M is to give a complete description of a possibleexecution state of M : q is the state of the machine, � corresponds to thecontents of the tape from the left edge of the tape to (but not including)the symbol pointed to by the tape head, and � is the rest of the contents ofthe tape terminated by the rightmost nonblank. So any \snapshot" of Mduring its computation is some ID (there can of course exist ID's that cannever be reached by M).A move is a pair (v; w) of ID's such that w follows from v according to thetransition function of M . The binary relation of all moves of M is denotedby `M , and its transitive and re
exive closure by `�M . The tape head caneither move to the right: (assuming (p; b; right) 2 �(q; a))� � �� � � � a � � �� � � �"q `M � � �� � � � b � � �� � � �"por to the left: (assuming (p; b; left) 2 �(q; a))� � �� � � � c a � � �� � � �"q `M � � �� � � � c b � � �� � � �"pThe language accepted by M is the following set of strings:L(M) = fw 2 ��in j q0w `�M �p� where p 2 F and �p� is an ID g:The notions of valid (and invalid) computations [76] of a TM are a powerfultool in proving undecidability results about context free languages.I A valid computation of M is a nonempty sequence (w1; w2; : : : ; wn)such that{ each wi is an ID of M , i.e., wi 2 ��Q(�� n���b) for 1 � i � n,{ w1 is the initial ID, one of the form q0v where v 2 ��in,{ wn is a �nal ID, wn 2 ��F (�� n���b),{ wi `M wi+1 for 1 � i < n.We use the following obvious relationship between valid computations andthe language of M :There is a valid computation of M with initial ID q0v i� v 2 L(M).



2.5. Classical Automata Theory 17Complexity ClassesWe use the following computational complexity classes and correspondingacronyms in the thesis. In some cases there is no unanimous notation fora class in the literature. In particular, the class EXPTIME is denoted byDEXPTIME by some authors (to distinguish it from NEXPTIME) or byDEXP, and the class NL is sometimes denoted by NLOGSPACE or NLOG.Some authors prefer to write PTIME instead of P. We use the followingshorthands.NL The class of problems that can be solved nondeterministically withinlogarithmic space.P The class of problems that can be solved deterministically within poly-nomial time.NP The class of problems that can be solved nondeterministically withinpolynomial time.PSPACE The class of problems that can be solved within polynomialspace.EXPTIME The class of problems that can be solved deterministicallywithin exponential time, i.e., within time 2p(n), where p is a polyno-mial and n the size of the input.We refer the reader to Papadimitriou [112] and Johnson [81] for precisede�nitions and an extensive treatment of the subject. We establish somenew P-completeness, PSPACE-completeness and EXPTIME-completenessresults in the thesis. In the �rst case the reductions are within logarithmicspace, and in the last two cases the reductions are in P, although we believethat all our reductions can be carried out within logarithmic space but wedo not prove it formally. So we speak about P-completeness with respectto logarithmic space reductions and PSPACE-completeness or EXPTIME-completeness with respect to polynomial time reductions.



Chapter 3
Undecidability of SREU

3.1 INTRODUCTIONThe �rst undecidability proof of SREU was given by Degtyarev and Voron-kov [34]. Before that result, there were several faulty proofs of its decidabil-ity, e.g. [52, 66]. In general, this quite unexpected undecidability result hada serious impact on the automated theorem proving community, as severale�ectively equivalent fundamental decision problems in automated reason-ing in classical logic with equality turned out to be undecidable [30]. Wereturn to this in the next chapter.Here we show that four or even three rigid equations with ground left-handsides and two variables in a signature with one binary function symbol an noother nonconstant function symbols, already imply undecidability. In fact,we give a uniform representation of all the recursively enumerable sets byusing just three or four rigid equations with these properties. As a corollarywe get that the undecidability of SREU holds already in very restrictedcases.At the end of this chapter we give a brief summary of the other proofs.The main idea behind our proof is based on a technique that was used byPlaisted [116] in a similar context, we refer to the technique as shifted pairingafter Plaisted. The idea is to express repetition explicitly by a sequence ofstrings (like IDs of a TM). The �rst string of the sequence ful�lls some initialconditions, the last string some �nal conditions and another sequence isused to check that the consequtive strings of the �rst sequence satisfy somerelationship (like validity of a computation step).A similar technique was used already by Goldfarb in the proof of the unde-cidability of second-order uni�cation [64], which is by reduction of Hilbert'stenth problem, and later, adopted from that proof, also in a proof of theundecidability of SREU by Degtyarev and Voronkov [37], which is also byreduction of Hilbert's tenth problem. In this proof the key point is to ex-plicitly represent the \history of a multiplication process".



3.2. Overview of the Construction 19We note also that shifted pairing bears certain similarities to the tech-nique that is used to prove that any recursively enumerable set of strings isgiven by the intersection of two (deterministic) context free languages [76,Lemma 8.6].3.2 OVERVIEW OF THE CONSTRUCTIONWe consider a �xed Turing machineM = (QM ;�in;�tape; �; q0;�b; fqaccg);and assume, without loss of generality, that the �nal ID of M is simplyqacc i.e., the tape is always empty when M enters the �nal state, and thatq0 6= qacc. Let also v be a string over the input alphabet ofM . We e�ectivelyconstruct a system SMv (x; y) of four rigid equations:SMv (x; y) = fSid(x); Smv(y); S1(x; y); S2(x; y) gwhere Sid(x) = Eid 8̀ c0id � x � cid;Smv(y) = Emv 8̀ c0mv � y � cmv;S1(x; y) = �1 8̀ x � y;S2(x; y) = �2 8̀ x � tv � ywhere all the left-hand sides are ground, c0id, cid, c0mv and cmv are constants,`�' is the only nonconstant function symbol in the system and tv is a groundterm that represents the initial ID of M with input string v. We prove thatM accepts v i� SMv is solvable. This establishes the undecidability resultbecause all the steps in the construction are e�ective.The main idea behind the rigid equations is roughly as follows. Assumethat there is a substitution � that solves the system.� From � being a solution of Sid(x), it follows that x� represents asequence (v0; v1; : : : ; vm) of IDs of M , and vm is the �nal ID of M .� From � being a solution of Smv(y), it follows that y� represents asequence ((w0; w+0 ); (w1; w+1 ); : : : ; (wn; w+n ))of moves of M , i.e., wi `M w+i for 0 � i � n.� From � being a solution of S1(x; y) it follows that n = m and vi = wifor 0 � i � m.� And �nally, from � being a solution of S2(x; y) it follows that v0 = vand vi = w+i�1 for 1 � i � m.



20 Undecidability of SREUv0 v1 v2 vn�1 vnv0 v1 vn�2 vn�1 vnhv0; v1i hv1; v2i hvn�2; vn�1i hvn�1; vni hvn; �iFigure 3.1: (hv0; v1i; hv1; v2i; : : : ; hvn; �i) is a \shifted pairing" of (v0; v1; : : : ; vn).The combination of the last two points is the so-called \shifted pairing"technique. This is illustrated by Figure 3.1. The outcome of this shiftedpairing is that x� is a valid computation of M with input v, and thus Maccepts v. Conversely, if M accepts v then it is easy to construct a solutionof the system. We now give a formal construction of the above idea.3.3 WORDS AND TRAINSWords are certain terms that we choose to represent strings with, and trainsare certain terms that we choose to represent sequences of strings with. Weuse the letters v and w to stand for strings of constants. Let � be a binaryfunction symbol. We write it in in�x notation and assume that it associatesto the right. For example t1 � t2 � t3 stands for the term �(t1; �(t2; t3)).I We say that a (ground) term t is a c-word if it has the forma1 � a2 � � � � � an � cfor some n � 0 where each ai and c is a constant. A word is a c-wordfor some constant c.We use the following convenient shorthand notation for words. Let t be theword a1 � a2 � � � � � an � c and v the string a1a2 � � � an. We write v � c for t andsay that t represents v.I A term t is called a c-train if it has the formt1 � t2 � � � � � tn � cfor some n � 0 where each ti is a word and c is a constant. If n = 0then t is said to be empty. The ti's are called the words of t. A trainis a c-train for some constant c.By the pattern of a train(v1 � c1) � (v2 � c2) � � � � � (vn � cn) � c



3.3. Words and Trains 21we mean the string c1c2 � � � cn. Let V = fVigi2I be a �nite family of regularsets of strings over a �nite set � of constants, where I is a set of constantsdisjoint from �. Let U be a regular set of strings over I and let c be aconstant not in � or I .I We let Tn(V ; U; c) denote the set of all c-trains t such that the patternof t is in U and, for i 2 I , each i-word of t represents a string in Vi.Example 3.1 Consider the set Tn(fVa; Vb; Vcg; ab�c;�). This is the set ofall �-trains t such that the �rst word of t is an a-word representing a stringin Va, the last word of t is a c-word representing a string in Vc and themiddle ones (if any) are b-words representing strings in Vb. 2We say that a set of trains has a regular pattern if it is equal to some setTn(V ; U; c) with V , U and c as above. The main result of this section is thefollowing theorem.Theorem 3.1 (Train Theorem) Any set of trains with a regular patternis recognizable and a DTA that recognizes this set can be obtained e�ectively.The construction of the rigid equations Sid and Smv follows easily from theTrain Theorem. We believe that this theorem is of independent interest. Forexample, several theorems that are used in a similar context in Plaisted [116,Theorems 8.2{8.11], can be stated as corollaries of Theorem 3.1. Before weprove the theorem we state the following simple lemma. This lemma followsfrom the wellknown fact that all regular sets of strings are recognizable(cf [60]), assuming an appropriate representation of strings.1 For any stringv, we write vr for v in reverse and for a set of strings V we let V r = f vr jv 2 V g.Lemma 3.1 Let V be a regular set of strings over a set � of constants andc a constant not in �. Then f v � c j v 2 V g is recognizable and a DTA isobtained e�ectively from V .Proof. Let M = (Q;�; �; q0; F ) be a DFA that accepts the reverse of V , orV r, (clearly M exists, cf [76, p 281]). For each a 2 � let ~a be a new state.Let A be the DTA (QA;�; RA; FA) whereQA = Q [ f ~a j a 2 � g;� = � [ f�; cg;RA = f ~a � q ! p j �(q; a) = p g [ f a! ~a j a 2 � g [ fc! q0g;FA = F:1Traditionally a string a1a2 � � � an is represented by a term an(� � � a2(a1(q0))), i.e., thesymbols of the alphabet are treated as unary function symbols, and the term is writtenusing the reverse notation q0a1a2 � � �an.



22 Undecidability of SREUWe must prove that, for all t 2 T�,t ��!RA q for some q 2 F , t = v � c for some v 2 L(M)r:Let us consider the direction `(' �rst. So assume thatv = an�1an�2 � � � a0 2 L(M)r;i.e, a0 � � �an�2an�1 2 L(M). So, there exist q1; q2 : : : ; qn 2 Q, such thatqn 2 F and the following holds:�(q0; a0) = q1; : : : ; �(qn�2; an�2) = qn�1; �(qn�1; an�1) = qn:But then we can, by the de�nition of RA, construct the following reduction:v � c = an�1an�2 � � � a0 � c ��! ~an�1~an�2 � � � ~a1~a0 � q0�! ~an�1~an�2 � � � ~a1 � q1��! ~an�1 � qn�1�! qn 2 F;which shows that v � c 2 T (A). The direction `)' follows also easily. Firstnote that any term t in T� that reduces to a �nal state q with respect to RAmust be a c-word that represents some string v over �. From the de�nitionof RA follows then, like above, that v must be in V . �We now prove the Train Theorem. For a more detailed proof see Veanes [147,Theorem 3.8].Proof. Let V , �, U , I , and c be like above. For each i 2 I , let �i = �[f�; igand let Ai = (Qi;�i; Ri; Fi) be a DTA given by Lemma 3.1 such thatT (Ai) = f v � i j v 2 Vi g:Let �c = I [ f�; cg and let Ac = (Qc;�c; Rc; Fc) be a DTA given byLemma 3.1 such that T (Ac) = fu � c j u 2 U g:Assume, without loss of generality, that all the DTAs have mutually disjointsets of states, except for the states ~a for a 2 � that are the same in all theAi's for i 2 I . In fact, one can think of any constant a 2 � and thecorresponding state ~a as being the same element.Let now R0 be the set of rules obtained from Rc by relpacing, for all i 2 I ,each rule ~{ � p1 ! p2 in it with the set of rules f q � p1 ! p2 j q 2 Fi g, anddiscarding the rule i! ~{. Let now R be the following set of rules:R = [i2I Ri [ R0:



3.3. Words and Trains 23Note that R is a reduced set of rewrite rules due to the disjointness assump-tions and the assumption that the states ~a for a 2 � are the same in allthe DTAs. We are now ready to de�ne A as the DTA (Q;�; R; Fc) where� = � [ I [ f�; cg andQ = [i2IQi [ (Qc n f~{ j i 2 I g):We can now prove that T (A) = Tn(V ; U; c):Let use consider the direction `�' �rst. Assume that t 2 T (A), i.e., t reducesto some state q in Fc via the rules in R. This reduction is only possible ifit has (in principle) the following form:2t ��!R q1q2 � � � qn � c ��!R0 q:where each qk is in Fik for some ik 2 I . Furthermore, by de�nition of R0and Ac, we know that i1i2 � � � in 2 U . The �rst part of the reduction ispossible only if t = t1 � t2 � � � � � tn � c;where each tk reduces to qk. Note that, due to the disjointness propertiesof the DTAs, only the rules in Rik can be used in the reduction tk ��! qk,and thus tk 2 T (Aik ). Hence each tk has the form v � ik for some v 2 Vik ,and the pattern of t is i1i2 � � � in, which we know is in U . This proves thatt 2 Tn(V ; U; c).Let us now consider the direction `�'. So assume that t = t1 � t2 � � � � � tn � cwhere each tk is in T (Aik) for some ik 2 I and i1i2 � � � in 2 U . It follows thateach tk reduces with Rik to some qk 2 Fik and thus t reduces to q1q2 � � � qn �c.By de�nition of R0, q1q2 � � � qn � c reduces to some q 2 Fc. It follows thatt ��!R q for some q 2 Fc and thus t 2 T (A). �The following example illustrates the construction in the proof of the TrainTheorem.Example 3.2 Let � = f0; 1g, I = fa; bg and let � be a new constant. LetV = fVigi2I where Va = 0�1 and Vb = 0�10�. Let U = bab�a. We constructa DTA that recognizes the set Tn(V ; U;�). Consider the following transitiondiagrams of a DFA for Var: q1 q21 02A formal argument can be given by using induction and proving some lemmas�rst [147, Chapter 3].



24 Undecidability of SREUand of a DFA for Vbr: q3 q40 1 0By following the construction in Lemma 3.1 we get that the rules of Aa andAb are as follows:Ra = f1! ~1; 0! ~0; a! q1; ~1 � q1 ! q2; ~0 � q2 ! q2g;Rb = f1! ~1; 0! ~0; b! q3; ~0 � q3 ! q3; ~1 � q3 ! q4; ~0 � q4 ! q4g:For the set U r we can consider a DFA with the following transition diagram:p1 p2 p3 p4ba b aFrom this we can extract the DTA A� with the following set of rules:R� = fa! ~a; b! ~b; �! p1;~a � p1 ! p2; ~b � p2 ! p2; ~a � p2 ! p3; ~b � p3 ! p4g:Now, following the construction in the Train Theorem, we get that the DTAA has the following set of rules. First, a set R0 is constructed by removingthe �rst two rules in R� and replacing ~a and ~b with q2 and q4, respectively.Second, R is taken as the union of Ra, Rb and R0 . So R is the followingset of rules:R = f1! ~1; 0! ~0; a! q1; ~1 � q1 ! q2; ~0 � q2 ! q2g [fb! q3; ~0 � q3 ! q3; ~1 � q3 ! q4; ~0 � q4 ! q4g [f�! p1; q2 � p1 ! p2; q4 � p2 ! p2; q2 � p2 ! p3; q4 � p3 ! p4g:Let us consider a reduction in R. Let us write a �-train t1 � t2 � � � � � tn �� as[t1; t2; : : : ; tn]. Take for examplet = [010 � b; 001 � a; 1 � b; 01 � a]:The pattern of t is baba which is in U . Let us see how t reduces to p4.t ��!R [~0~1~0 � q3; ~0~0~1 � q1; ~1 � q3; ~0~1 � q1]��!R [~0~1 � q3; ~0~0 � q2; q4; ~0 � q2]��!R [~0 � q4; ~0 � q2; q4; q2]��!R [q4; q2; q4; q2]�!R0 q4q2q4q2 � p1��!R0 q4: 2



3.4. Representing IDs and Moves 253.4 REPRESENTING IDS AND MOVESIn this section we show how to construct the rigid equations Sid(x) andSmv(y). Our main tool is the Train Theorem. In doing so, we use thefollowing observation, that relates rigid E-uni�cation with recognizability.Lemma 3.2 Let A = (Q;�; R; F ) be a DTA, f a binary function symbol,and c1 and c2 constants not in Q or �. There is a set of ground equations Esuch that for all � with range T�, � solves E 8̀ f(c1; x) � c2 i� x� 2 T (A).Proof. Let E = R [ f f(c1; q) ! c2 j q 2 F g. It is easy to check that Eis a reduced rewrite system and thus canonical, and since c2 is irreduciblewith respect to E we have in particular for all t 2 T� thatE j= f(c1; t) � c2 , f(c1; t) ��!E c2, t ��!R q for some q 2 Fand so the statement follows. �Let us assign arity 0 to all the tape symbols (�tape) and all the states (QM )of M . Let � be the following signature:� = �tape [QM [ fe0; e1;�; �g;where e0, e1 and � are new constants.Representing ID SequencesRecall that an ID of M is any string in ��tapeQM��tape that does not endwith a blank (�b). We represent IDs by e-words, where e is one of e0 or e1.In particular, the �nal ID is represented by the word qacc � e1 and IDs ingeneral are represented by corresponding e0-words.I Any train of the form(v0 � e0) � (v1 � e0) � (v2 � e0) � � � � � (vn � e0) � (qacc � e1) � �;where n � 0 and each vi is an ID of M , is called an ID-train.It is clear that the set of all IDs and the set consisting of just the �nal IDare regular sets. The set of patterns of the ID-trains is given by the regularexpression e0e�0e1. By using the Train Theorem, letAid = (Qid;�; Rid; Fid)be a DTA that recognizes the set of all ID-trains. Let c0id and cid be twonew constants and, by using Lemma 3.2, let Sid(x) be such that,fx� 2 T� j � solves Sid(x) g = T (Aid):



26 Undecidability of SREURepresenting Move SequencesLet cab be a new constant for each pair of constants a and b in the set�tape [ QM . Let also e2 and �0 be new constants. Let now � be thefollowing signature:� = f cab j a; b 2 �tape [QM g [ fe2;�0; �gNote that � is the only symbol that occurs in both � and �.For and ID w of M we let w+ denote the successor of w with respect tothe transition function of M . For technical reasons it is convenient to letq+acc = �, i.e., the successor of the �nal ID is the empty string. The pair(w;w+) is called a move. Let w = a1a2 � � � am and w+ = b1b2 � � � bn for somem � 1 and n � 0. Note that n 2 fm� 1;m;m+ 1g. Let k = max(m;n). Ifm < n let ak = �b and if n < m let bk = �b, i.e., pad the shorter of the twostrings with a blank at the end.I We write hw;w+i for the string ca1b1ca2b2 � � � cakbk and say that thee2-word hw;w+i �e2 represents the move (w;w+). By a move-train wemean any �0-train t = t0 � t1 � � � � � tn � �0;such that each ti represents a move and n � 1.Example 3.3 Take �in = f0; 1g, and let q; p 2 QM . Assume that thetransition function � of M is such that, when the tape head points to ablank and the state is q then a 1 is written to the tape, the tape headmoves left and M enters state p, i.e., �(q;�b) = (p; 1; L). Imagine that thecurrent ID is 00q, i.e., the tape contains the string 00 and the tape headpoints to the bank following the last 0. So (00q; 0p01) is a move. This moveis represented by the word c00 � c0p � cq0 � c�b1 � e2, i.e., h00q; 0p01i � e2. 2It is straightforward to see that the set of all strings hw;w+i where w is anID, is a regular set. The patterns of all move-trains are given by the regularexpression e2e2e�2. By using the Train Theorem letAmv = (Qmv;�; Rmv; Fmv)be a DTA that recognizes the set of all move-trains. Assume also that Qmvand Qid are disjoint. Let c0mv and cmv be new constants and, by usingLemma 3.2, let Smv(y) be such that,f y� 2 T� j � solves Smv(y) g = T (Amv):



3.5. Final Construction 273.5 FINAL CONSTRUCTIONIn this section we �nish the construction of SMv and prove the undecidabilityresults. The only essential components that we have not de�ned yet are �1and �2. We let �1 and �2 be the (sets of equations corresponding to the)following rewrite systems. The di�erences between �1 and �2 are indicatedwith frames.�1 = f cab ! a j a; b 2 �tape [QM g [f e1 ! e0; e2 ! e0; �0 ! �; �b � e0 ! e0 g�2 = f cab ! b j a; b 2 �tape [QM g [f e1 ! e0; e2 ! e0; �0 ! �; �b � e0 ! e0; e0 � �! � gIt is easy to see that both sets are in fact reduced sets of ground rewriterules and thus canonical. We can now state the main theorem of this section.For any input string v for M let the term tv in the system SMv be the wordq0v � e0, i.e., tv represents the initial ID of M with input v.Theorem 3.2 SMv (x; y) is solvable i� M accepts v.Before proving the theorem we state and prove some useful lemmas.Lemma 3.3 If � solves S1(x; y) and S2(x; y) then x�; y� 2 T�[�.Proof. We prove by induction on the size of x� that if � solves the followingsystem, where t0 is any term in T�[�, then x�; y� 2 T�[�.f�1 8̀ x � y; �2 8̀ x � t0 � y gThe statement follows then by choosing t0 = q0v � e0.So consider a �xed t0 and assume that � solves the above system. If x�is a constant then so is its normal form in �2, say x�#�2 = c, and sot0 � y� ��!�2 c. But then c 2 � and consequently x�; y� 2 T�[�. The caseswhen x� is not a constant, but either x�#�1 or x�#�2 is a constant, are alsoimmediate.So assume that x� = t1 � t and (t1 � t)#�i = t1#�i � t#�i for i 2 f1; 2g. Sot1#�2 = t0#�2 and thus t1 2 T�[� since t0 2 T�[�; also�2 j= t � y�:It follows from �1 j= t1 � t � y� that y� = s1 � s for some terms s1 and ssuch that �1 j= t � s



28 Undecidability of SREUand �1 j= s1 � t1. From the latter follows that s1 2 T�[� because t1 2T�[�. Let now �0 be such that x�0 = t and y�0 = s. So �0 solves the systemf�1 8̀ x � y; �2 8̀ x � s1 � y g;and it follows by the induction hypothesis that t and s are in T�[�, andconsequently, so are t1 � t = x� and s1 � s = y�. �Lemma 3.4 If � solves SMv (x; y) then x� 2 T� and y� 2 T�.Proof. Assume that � solves SMv (x; y). Obviously x� 2 T�[Qid since �solves Sid(x). By Lemma 3.3 we know also that x� 2 T�[�. But � n f�g,�nf�g and Qid are mutually disjoint, and thus x� 2 T�. A similar argumentshows that y� 2 T�. �Lemma 3.5 If � solves SMv (x; y) then x� is an ID-train and y� is a move-train.Proof. Assume that � solves SMv (x; y). By Lemma 3.4 follows that x� 2 T�and y� 2 T�. The statement follows now by the de�nition of the DTAs Aidand Amv. �We can now prove Theorem 3.2.Proof. We prove that SMv (x; y) is solvable , M accepts v:Proof of `)' Let � be a substitution that solves SMv (x; y). By using Lem-ma 3.5 we get that x� and y� have the following form:x� = (v0 � e0) � (v1 � e0) � � � � � (vm�1 � e0) � (vm � e1) � �y� = (hw0; w+0 i � e2) � (hw1; w+1 i � e2) � � � � � (hwn; w+n i � e2) � �0where m � 1, n � 1 and all the vi's and wi's are IDs of M and vm = qacc.Since � solves S1(x; y), it follows that the normal forms of x� and y� under�1 must coincide. Butx�#�1 = (v0 � e0) � (v1 � e0) � � � � � (vm�1 � e0) � (vm � e0) � �;y�#�1 = (w0 � e0) � (w1 � e0) � � � � � (wn�1 � e0) � (wn � e0) � �:Note that each term hwi; w+i i � e2 reduces �rst to w0i � e0 where w0i = wi orw0i = wi�b. The extra blank at the end is removed with the rule �b � e0 ! e0.So n = m; vn = qacc; vi = wi (0 � i � n): (3.1)



3.5. Final Construction 29Since � solves S2(x; y) it follows that the normal forms of x� and (q0v �e0)�y�under �2 must coincide. But x�#�2 = x�#�1because x� does not contain any constants from � and the rule e0 � �! �is not applicable. Moreover, since wn = qacc, it follows that w+n = � andthus hwn; w+n i � e0 = cqacc�b � e0. But(cqacc�b � e0) � � �!�2 (�b � e0) � � �!�2 e0 � � �!�2 �:The normal form of (q0v � e0) � y� under �2 is thus(q0v � e0) � (w+0 � e0) � (w+1 � e0) � � � � � (w+n�1 � e0) � �:It follows that v0 = q0v, i.e., v0 is the initial ID of M with input v, andw+i = vi+1 (0 � i < n): (3.2)From (3.1) and (3.2) follows now that (v0; v1; : : : ; vn) is a valid computationof M , and thus M accepts v.Proof of `('Assume that M accepts v. So there exists a valid computation(v0; v1; : : : ; vn) of M where v0 = q0v, vn = qacc and v+i = vi+1 for 0 � i < n.Let � be such that x� is the corresponding ID-train and y� the correspondingmove-train. It follows easily that � solves SM (x; y). �The shifted pairing technique that is used in Theorem 3.2 is illustrated inFigure 3.1. So the following result is an immediate consequence of Theo-rem 3.2, because all the constructions involved with it are e�ective.Corollary 3.1 (Degtyarev{Voronkov) SREU is undecidable.Furthermore, the following result (due to Plaisted [116]) is an immediateconsequence.Corollary 3.2 (Plaisted) SREU is undecidable already if the left-handsides are ground.Furthermore, we can sharpen this result as follows.Corollary 3.3 SREU is undecidable if the left-hand sides are ground, thereare only two variables and four rigid equations and one binary functionsymbol.



30 Undecidability of SREU
c c c ccc c c cFigure 3.2: The term ((c � c) � (c � c)) � (((c � c) � c) � (c � c)).The undecidability with two variables and four rigid equations seems like anarti�cal extra condition, but in fact, it turns out to be an important specialcase. One implication is that the provability problem for the 99-fragmentof intuitionistic logic with equality is undecidable (see Chapter 7). Anotherimportant fact is that two variables are necessary to get undecidability.If there is only one variable then SREU is decidable (see Chapter 6). Inthe next section we show that already three rigid equations are enough toimply undecidability. The case with two rigid equations is one of the fewremaining open problems.Remark We can also note that one constant is already enough. Onecan easily simulate any number of constants with just one constant c and �,e.g., as follows. Assume that we need at most 2k constants for some positiveinteger k. Then the i'th constant can be simulated by the term correspodingto the perfectly balanced binary tree of depth k + 1 and with 2k + 1 leavessuch that the i'th vertex at level k is internal and all the others are external.For example if k = 3 then the �fth simulated constant would be the termin Figure 3.2. It is easy to see that the above theorems and proofs remainintact if each constant is replaced by the corresponding simulated constant.3.6 MINIMAL CASE OF UNDECIDABILITY OF SREUIn this section we show that the two DTAs Aid and Amv above can becombined into one DTA A by using elementary techniques of �nite treeautomata theory. By this way we reduce the number of rigid equations inSMv into three and obtain a sharper version of Corollary 3.3.Let A = (Q0;�0; R0; F 0) be the the following DTA, where q is a new state,Q0 = Qid [Qmv [ fqg;�0 = � [ �;R0 = Rid [ Rmv [ f q1 � q2 ! q j q1 2 Fid; q2 2 Fmv g;F 0 = fqg:



3.7. Minimal Case of Undecidability of SREU 31By the disjointness conditions between Aid and Amv it follows that A is in-deed a deterministic tree automaton, and thus R a canonical rewrite system.It follows by elementary properties of tree automata thatT (A) = f t � s j t 2 T (Aid); s 2 T (Amv) g:Let now ŜMv (x; y) be the following system of rigid equations:ŜMv (x; y) = fR0 8̀ x � y � q; S1(x; y); S2(x; y)g:We can now prove the following result.Theorem 3.3 ŜMv (x; y) is solvable i� M accepts v.Proof. By Theorem 3.2 it is enough to prove that for all �,� solves ŜMv (x; y) , � solves SMv (x; y):By Lemma 3.3 follows that we only need to consider � such that x�; y� 2 T�0 .But, for all such �,R0 j= x� � y� � q , x� � y� ��!R0 q, x� � y� 2 T (A), x� 2 T (Aid) and y� 2 T (Amv), � solves Sid(x) and Smv(y):The rest is obvious. �We can note that the above construction is very general, since the choice ofM and v is arbitrary. In particular, we can choose as M a universal Turingmachine Mu. Let for example Mu be the Turing machine that accepts theuniversal language Lu [76, Section 8.3],Lu = f hM; vi jM is a Turing machine that accepts v g;where hM; vi is some encoding of the pair (M; v) that is carried out in some�xed alphabet. The precise details of such an encoding are not relevanthere. We can now use the observation that the construction of R0, �1 and�2 in ŜMuv is independent of v and let Ŝu(z; x; y) be the system ŜMuv (x; y)but with tv replaced by the variable z. So, for any Turing machine M andinput string v we have, by Theorem 3.3, thatŜu(thM;vi; x; y) is solvable , M accepts vWe conclude with the following sharpening of Corollary 3.3.Corollary 3.4 SREU is undecidable already for some �xed ground left-hand sides, two variables and three rigid equations.



32 Undecidability of SREU3.7 UNDECIDABILITY PROOFS OF SREUIn this section we brie
y summarize the main points in the other undecid-ability proofs of SREU that have emerged since the problem was �rst [34]found to be undecidable. The di�erent proofs re
ect the undecidable natureof SREU more or less directly. The most transparent proof is probably byreduction of second-order uni�cation, which shows how closely these prob-lems are related. The proof by reduction of Hilbert's tenth problem is lesstransparent, but reveals that one can express certain derivations with asystem of rigid equations.Reduction of Monadic Semi-uni�cationThe �rst proof of the undecidability of SREU [34] was by reduction of themonadic semi-uni�cation problem to SREU. This proof has its roots in [31]where it is proved that the variable-bounded semi-uni�cation problem3 canbe reduced to SREU. Semi-uni�cation was proved undecidable in Kfoury,Tiuryn and Urzyczyn [85] and the monadic semi-uni�cation was provedundecidable in Baaz [2]. A semi-uni�cation problem consists of a set ofexpressions si � ti, 1 � i � n, where si and ti are terms. Its solutionconsists of a substitution � and a set of substitutions �i, 1 � i � n, suchthat �i�si coincides with �ti. In the monadic case each �i is either emptyor involves exactly one variable.The �rst step in reducing the monadic semi-uni�cation to SREU is to givea uniform (in n) presentation of this problem by a �nite set of (simpler) �-uni�cation problems. A �-uni�cation problem corresponds roughly to someparticular permutation (or guess) of n variables invoved in the �i's (thereare at most n! such guesses). It follows that �-uni�cation is undecidable.A �-uni�cation problem is then reduced to SREU. This reduction is rathertechnical, and it does not really reveal the reasons why SREU is undecidable.Reduction of Second-Order Uni�cationThe second proof of the undecidability of SREU by Degtyarev and Voron-kov [33, 38], and probably the most straightforward one, is by reducingsecond-order uni�cation to SREU. The undecidability of second-order uni-�cation was proved by Goldfarb [64].A second-order uni�cation problem is the problem of deciding if a �niteset S of second-order equations is uni�able. A second-order equation is anexpression t � s where t and s are terms with possibly some (second-order)variables in place of function symbols. One can assume, without loss ofgenerality, that all the equations in S are such that3Decidability of the variable-bounded semi-uni�cation problem is an open problem.



3.7. Undecidability Proofs of SREU 331. either all variables in t and s are �rst-order, or2. that s = X(s1; : : : ; sm) where all variables in all the si and t are�rst-order and X is a second-order variable.In the second case a second-order substitution � maps X to a term X� wherethe so-called \bound" variables w1; : : : ; wm (say ~w) may occur, meaning thatX� corresponds to the �-abstraction �~w:X�. Now, � is a uni�er of s � ti� it is the case that if we replace wi in X� by si�, for 1 � i � m, then weobtain t�.The set S is reduced (roughly) to the following system of rigid equations [38,Theorem 1]. The �rst case is simply reduced to the (rigid) equation 8̀ t � s.The second case is reduced to two rigid equations, the �rst one stating thatX is a term possibly containing new \constants" from ~w, the second onestating that fw1 � s1; : : : ; wm � smg 8̀ X � t, where all the wi's areconstants.This is actually just a reformulation of the original problem, and one readilyproves that S has a uni�er if and only if this system of rigid equations issolvable [38, Lemma 5].Recently it was claimed that second-order uni�cation is undecidabile alreadywhen restricted to terms such that all arguments of second-order variablesare variable free [130].4 In the case of s above, this means that all thesi's must be variable free. If this claim is correct then the undecidability ofSREU with ground left-hand sides follows already from the above reduction.Reduction of Hilbert's tenth problemIn the year 1900 David Hilbert presented a list of 23 problems at a mathe-matics conference in Paris. The tenth problem was to investigate whetherthere is a general method for deciding if a diophantine equation has an inte-ger solution or not. A diophantine equation is an equation p(x1; : : : ; xn) = 0where p(~x) is a polynomial in variables ~x with coe�cients that are integers,e.g., 3x3y4�5xz+3 = 0 is a diophantine equation. The problem was provedundecidable by Matiyasevich 70 years later [99].As the third undecidability proof of SREU [37], Degtyarev and Voronkovshowed how to reduce Hilbert's tenth problem to SREU. The proof is quiteshort and the key argument [37, Lemma 6] lies in representing multiplicationwith a system of rigid equations. The idea is to represent multiplication oftwo positive integers k and l as a list D of pairs, such that the �rst pair inD is (0; 0) the next (0 + k; 0 + 1), the one after that (0 + k + k; 0 + 1 + 1)and so on. The conditions on D are:4The proof of this claim [130] is very complicated and we have not checked all thedetails.



34 Undecidability of SREU1. The �rst pair of D is (0; 0).2. For any two consequtive pairs (m;n) and (m0; n0) in D, m0 = m + kand n0 = n+ 1.3. The last pair of D has the form (x; l) for some x.These conditions can be expressed by a system of rigid equations with twolists of pairs (in the same spirit as shifted pairing). It follows that x = kl.Goldfarb uses the same idea in his proof of the undecidability of second-order uni�cation [64].Reduction of PCPThe Post Correspondence Problem or PCP over an alphabet � can be statedas follows. Given (v1; v2; : : : ; vk) and (w1; w2; : : : ; wk) as two sequences ofstrings over �, is there a sequence i1; i2; : : : ; im, m � 1, such thatwi1wi2 � � �wim = vi1vi2 � � � vimThis is an undecidable problem [117]. A reduction from PCP to SREU isgiven in Plaisted [116], where the shifted pairing technique is introducedthat we have used in our proof. The important implication is that SREU isundecidable already with ground left-hand sides.



Chapter 4
The Herbrand SkeletonProblem

4.1 INTRODUCTIONOne popular form of the classical Herbrand theorem [74] is this:An existential formula 9~x'(~x) is provable if and only if thereexist a positive integer m and ground substitutions �1; : : : ; �m inthe language of ' such that the disjunction '�1 _ � � � _ '�m isprovable.The number m is called the multiplicity. Multiplicity one may not alwayssu�ce. The following example was suggested by Erik Palmgren in a similarcontext: '(x) = (c � 0) x � 1) ^ (c � 1) x � 0)Clearly, '(0)_'(1) is provable, but none of the formulas '(0), '(1) or '(c)is provable. An even simpler example is (x) = P (0) _ P (1)) P (x)where 0 and 1 are constants. Clearly  (0) _  (1) is provable but neither (0) nor  (1) is provable. The Herbrand theorem suggests the followingapproach to automated theorem proving. Given a formula '(~x), �rst guessthe multiplicity m, and then �nd the appropriate tuples of terms ~t1; : : : ;~tm.This gives rise to the following decision problem. Assume that there is atleast one constant in the language.1. The Herbrand Skeleton Problem: Given a quanti�er free formula ' anda positive integer m, do there exist ground substitutions �1; : : : ; �msuch that '�1 _ � � � _ '�m is valid?



36 The Herbrand Skeleton ProblemThe Herbrand Skeleton problem is e�ectively equivalent to any of the fol-lowing six decision problems [30].2. Formula Instantiation: the Herbrand skeleton problem with multi-plicity one.3. Matrix Instantiation: Given a matrix, is there a substitution thatmakes every vertical path through that matrix inconsistent?4. Existential Intuitionistic: Is a given existential formula provable inintuitionistic logic?5. Prenex Intuitionistic: Is a given prenex formula provable in intuition-istic logic?6. Skeleton Instantiation: Given a formula and a proof skeleton, is therea derivation of that formula with the given skeleton?Formula instantiation can be considered as the basic problem that underliesall the other problems. Obviously, the Herbrand skeleton problem of anygiven multiplicity m reduces to it simply by creating a disjunction of mcopies of the given formula.In the case of logic without equality, all the above problems are decidableand reduce to uni�cation. In the case of logic with equality, all the aboveproblems are equivalent to SREU [30]. The undecidability of SREU [32,34, 37, 38] thus implies that problems (1{7) are all undecidable. Note thatSREU had several false decidability proofs [53, 56, 66] before it was provedundecidabile, and the problems (1{7) were believed to be decidable.The Herbrand m-Skeleton problem is the Herbrand Skeleton problem with�xed multiplicity m. Clearly, SREU is a special case of the 1-Skeletonproblem. Voda and Komara have proved that, for each multiplicity m,the m-Skeleton problem is undecidable [151]. One important conclusion forautomated theorem proving, drawn in [151], is that there is no m for whichthere exists an e�ective decision procedure that would tell us whether msubstitutions su�ce to establish the provability of a given quanti�er freeformula.Actually, we had a hard time to understand the proof of Voda and Komarauntil, �nally, we convinced ourselves that they have a proof. We wondered ifthere is a way to derive their result from the Degtyarev{Voronkov theorem.It turns out that indeed there is such a way.The main result of this chapter is that we show that SREU can be reducedto m-Skeleton problem for any �xed m without adding new nonconstantfunction symbols. As a corollary, we get a considerably shorter proof of the



4.3. Preliminaries 37undecidability of the m-Skeleton problem. By using results proved in Chap-ter 3, we can identify, for each multiplicity m, the minimal known fragmentof classical logic for which the Herbrand skeleton problem of multiplicitym is undecidable. Our main tool is a logical theorem that we prove �rst:the Partisan Corroboration Theorem. We believe that this theorem is ofindependent interest.At the end of this chapter we consider brie
y an intriguing generalizationof the Herbrand Skeleton problem, suggested recently by Voronkov [157].4.2 PRELIMINARIESAtomic formulas and negated atomic formulas are called positive and neg-ative literals respectively. A clause is a disjunction of literals. By a Hornclause we mean a clause with exactly one positive literal.1 A Horn clause iswritten as E ) s � t where E is a conjunction of equations, and s and t areterms. By a Horn formula we understand a conjunction of Horn clauses.If A is a �-structure and �0 � � then A��0 is the �0-structure that isthe reduction of A to signature �0. Let A and B be �-structures, A is asubstructure of B, in symbols A � B, if A � B and for each n-ary F 2 �,FA = FB�An.One easily establishes, by induction on terms and formulas, that if A is asubstructure of B then for all quanti�er free sentences ', A j= ' i� B j= '.Recall that, for any set E of ground equations and for all ground terms sand t, T=E j= s � t , E j= s � t;where T=E is the canonical model of E. Recall also that Birkho�'s com-pleteness theorem for equational logic [12] states the following in the case ofground equations. Let E be a set of ground equations and s � t a groundequation, then E j= s � t i� s can be reduced to t by using the equationsin E as rewrite rules in both directions.4.3 SOME LOGICAL TOOLSIn this section we prove some logical properties that are used in the nextsection. The main result is Theorem 4.1. The following proposition isactually a consequence of  Lo�s-Tarski theorem.2 We say that two (sets of)expressions X and Y are constant-disjoint if C(X) \ C(Y ) = ;.Proposition 4.1 Let 'i for i 2 I, be pairwise constant-disjoint quanti�erfree sentences. Then j= Wi2I 'i implies j= 'i for some i 2 I.1By a Horn clause we mean thus a strict Horn clause.2Existential sentences are preserved under extensions.



38 The Herbrand Skeleton ProblemProof. For i 2 I , let �i = �('i) and let � = Si �i. Assume that Wi2I 'iis valid and suppose (by contradiction) that 6j= 'i for all i 2 I . Then thereis (for each i 2 I) a �i-structure Ai such that Ai j= :'i. Without loss ofgenerality, take all the Ai to be pairwise disjoint.We now construct a �-structure A such that Ai � A��i for i 2 I . First letA = Si2I Ai. For each i 2 I and constant c 2 Li let cA = cAi . For each n-ary function symbol f in � de�ne fA as follows. For all ~a = a1; : : : ; an 2 A,fA(~a) = � fAi(~a); if ~a 2 Ai;a1; otherwise.It is clear that A is well-de�ned because of the disjointness criteria and thatAi � A��i for i 2 I . Hence A��i j= :'i, and thus A j= :'i for each i 2 I .But this contradicts that j= Wi2I 'i. �If we drop the constant-disjointness criterion in Proposition 4.1, then ofcourse the proposition is false. A simple counterexample isj= 0 � 1 _ :(0 � 1):We state now some other obvious but useful propositions. Proposition 4.2is an easy corollary of Birkho�'s completeness theorem.Proposition 4.2 Let t and s be ground terms and let E and E0 be sets ofground equations such that C(E0) \ C(E; s) = ;, then:1. If E0 [ E j= t � s then E j= t � s.2. If E j= t � s then �(t) � �(E; s).Proof. Assume that E0 [ E j= t � s. By Birkho�'s completeness theoremwe know that s can be rewritten to t by using E0[E as a set of rewrite rules.So there is a sequence of terms s0; s1; : : : ; sn�1; sn where s0 = s, sn = t andsi is rewritten to si+1 by using some rule in E0 [ E, for 0 � i < n. Byinduction on i (for i � n) follows that �(si) � �(E; s) and only a rulefrom E can be used to rewrite si. Part 1 follows by Birkho�'s completenesstheorem and part 2 follows immediately (take E0 = ;). �For a �nite set E of equations we write E also for the corresponding conjunc-tion of equations and let the context determine whether a set or a formulais meant.Proposition 4.3 Let t and s be ground terms and E0 and E sets of groundequations such that E is �nite and C(E0) \ C(E; s) = ;. ThenT=E0[E j= (E ) t � s) ) j= (E ) t � s):



4.3. Some Logical Tools 39Proof. From T=E0[E j= (E ) t � s) follows immediately that T=E0[E j=t � s and thus E0 [ E j= t � s. Hence E j= t � s by Proposition 4.2, i.e.,j= (E ) t � s). �We use the following de�nitions. Let ' be a quanti�er free formula and ma positive integer.I A set of m ground substitutions � is an m-corroborator for ' ifj= _�2�'�:When � = f�g consists of a single substitution �, then we say that �is a corroborator for ' or corroborates '.So the m-Skeleton problem is the problem of existence of m-corroboratorsfor given formulas.I For x 2 V('), a guard for x in ', if it exists, is a clauseE ) t � sin ' such that E and s are ground and x occurs in t. We say that^x2V(') xis a guard of ' if each  x is a guard for x in '; ' is is called guardedif it has a guard.Intuitively, in the light of the second part of Proposition 4.2, the notion ofa Horn formula being guarded is a su�cient condition to guarantee thatif there is a corroborator � for ' then the range of ��V(') is T�('), i.e.,�('�) = �(').SREU is, by de�nition, the problem of existence of corroborators for Hornformulas. However, we only need to consider guarded Horn formulas. Tosee that, consider a Horn formula '; let � be its signature expanded witha constant if ' has no constants and let c be a constant in �. Let '0(x) bethe Horn clause E� ) x � c where3E� = f f(c; : : : ; c) � c j f 2 � g:Let now  be the guarded Horn formula( ^x2V(')'0(x)) ^ ':3Note that when f is a constant then f(c; : : : ; c) stands for f .



40 The Herbrand Skeleton ProblemClearly,  has a corroborator i� ' has one. Note that, for all terms t,j= (E� ) t � c) , t 2 T�:Example 4.1 A simple example of a guarded Horn formula is this: = (E1 ) c01 � x � c1) ^(E2 ) c02 � y � c2) ^(�1 ) x � y) ^(�2 ) x � t � y);where E1, E2, �1, �2 and t are ground, c1, c01, c2 and c02 are constants and� is a binary function symbol. The guard of  is(E1 ) c01 � x � c1) ^ (E2 ) c02 � y � c2):An example of a Horn formula with a common guard for all variables is' = (E ) x � y � c) ^(�1 ) x � y) ^(�2 ) x � t � y);where E, �1, �2 and t are ground and c is a constant. The guard of ' isE ) x � y � c:Note that the above formulas have the same structure as the systems ofrigid equations SMv and ŜMv in Chapter 3. 2We use the following de�nition.I A corroborator of a disjunction ' is partisan, if it corroborates somedisjunct of '.The main result of this section is the following theorem.Theorem 4.1 (Partisan Corroboration Theorem) Any corroboratorof a disjunction of constant-disjoint guarded Horn formulas is partisan.Proof. Let ' = Wi2I 'i where all the 'i's are constant-disjoint guardedHorn formulas. Let � be a corroborator for '. We must prove that �corroborates 'i for some i 2 I .



4.3. Some Logical Tools 41We can assume (without loss of generality) that there exist positive integersm and n such that each 'i has the following form:'i = ^1�k�m(Eki ) ski � tki )| {z } i ^ ^1�k�n(Dki ) uki � vki );where  i is a guard of 'i, i.e., each Eki and ski is ground and V('i) = V( i),for all i 2 I . Let Ci = C('i) for i 2 I . We have thatCi \ Cj = ; (8i; j 2 I; i 6= j): (4.1)Let � = �('). For i 2 I let Ki denote the class of all �-structures thatsatisfy 'i�, i.e, Ki = f�-structure A j A j= 'i� g:From the validity of '� follows that each �-structure belongs to some Ki.Let now J be any subset of I such thatj=  i� (8i 2 J): (4.2)(Take for example J = ;.) SoC('i�) = Ci (8i 2 J): (4.3)To see that (4.3) holds, suppose (by contradiction) that C('i�) containssome c =2 Ci. Clearly, c belongs to some x� where x occurs in the guard  i.By the second part of Proposition 4.2, every constant in x� belongs to Ci.This gives the desired contradiction.If I = J then the theorem follows by Proposition 4.1. Assume that I 6= J .Now we prove the following statement:If 6j= 'i� for all i 2 J then j=  i� for some i 2 I n J . (4.4)Proof of (4.4) Assume 6j= 'i� for all i 2 J . Form an equation set D asfollows.� If J = ; let D = ;.� If J 6= ; then there is for each i 2 J a clause in 'i� that is notvalid and by (4.2) this clause is not in  i�. In other words, there is amapping f : J ! f1; 2; : : : ; ng such that6j= (Df(i)i ) uf(i)i � vf(i)i )� (8i 2 J): (4.5)Let f be �xed and let D = Si2J Df(i)i �.



42 The Herbrand Skeleton ProblemFor each mapping g : I n J ! f1; 2; : : : ;mg let Eg denote the following setof equations: Eg = [i2InJ Eg(i)i ;and let Ag be the canonical model of D [ Eg , i.e.,Ag = T=Eg[D:We can prove now the following statement.(*) Fix g : I n J ! f1; 2; : : : ;mg. There exists an i 2 I n J such thatAg 2 Ki.Proof of (*) Assume that (*) doesn't hold. (Assume also that J 6= ;or else (*) holds trivially.) Then Ag 2 Kj for some j 2 J . Fix such anappropriate j.So Ag satis�es each clause in 'j� and in particularAg j= (Df(j)j ) uf(j)j � vf(j)j )�:Let D0 = Df(j)j �, u0 = uf(j)j � and v0 = vf(j)j �. By (4.3) follows thatC(D0; u0; v0) � Cjand C(Eg ; D nD0) = C(Eg) [ C(D nD0)= C(Eg) [ [i2J;i 6=j C(Df(i)i �)� [i2InJ Ci [ [i2J;i 6=j Ci= [i2I;i 6=j Ci:So, by (4.1), C(D0; u0; v0) \ C(Eg; D nD0) = ;:It follows, by Proposition 4.3, thatj= (Df(j)j ) uf(j)j � vf(j)j )�:But this contradicts (4.5).By using (*) we can now prove the following statement



4.3. Some Logical Tools 43(**) There exists an i 2 I n J such that j=  i�.Proof of (**) Assume that the claim is wrong.Then there is for each i 2 I n J a clause in  i� that is not valid, i.e.,there is a mapping g : I n J ! f1; 2; : : : ;mg such that6j= Eg(i)i ) sg(i)i � (tg(i)i �) (8i 2 I n J):(Note that only the ti's can be nonground.) Fix such an appropriateg.By using (*) we know that Ag 2 Ki for some i 2 I n J . Choose suchan i. So Ag satis�es each clause in 'i� and in particularAg j= Eg(i)i ) sg(i)i � (tg(i)i �):But, by (4.3) and (4.1), C(Eg(i)i ; sg(i)i ) \ C(Eg n Eg(i)i ; D) = ;. Hence,by Proposition 4.3, j= Eg(i)i ) sg(i)i � (tg(i)i �):So we have contradiction.This proves statement (4.4). Let now J be the maximal subset of I suchthat (4.2) holds. In other words, for all i 2 I n J , 6j=  i�. By the contra-positive of (4.4) we conclude that for some i 2 J , j= 'i� and the theoremfollows. �Remark Theorem 4.1, as well as its proof, remain correct if the disjunc-tion is in�nite. We do not use this generalization.The following example illustrates why the conditions of being constant-disjoint and guarded are important and cannot in general be discarded. Ineach case there is a counterexample to the theorem.Example 4.2 Let us �rst consider an example where the disjuncts areguarded but not constant-disjoint. Let '(x) be the following guarded Hornformula: (c � 0) x � 1) ^ (c � 1) x � 0)where c, 0 and 1 are contants, and let '1 = '(x1), '0 = '(x0) and  ='1 _ '0 where x1 and x0 are distinct variables. Consider now any ground



44 The Herbrand Skeleton Problemsubstitution � such that �(x1) = 1 and �(x0) = 0. It is easy to show by caseanalysis that � corroborates  , i.e., thatj= ((c � 0) 1 � 1) ^ (c � 1) 1 � 0)) _((c � 0) 0 � 1) ^ (c � 1) 0 � 0)):However, � corroborates neither '1 nor '0.Let us now consider the case when constant-disjointness is not violated butthe disjuncts are not guarded. Let '1(y; x1; y1) be the formula((y � 0) x1 � y1) ^ (y � y1 ) x1 � 0))and let '0(x0; y0) be the formula((c � y0 ) x0 � 1) ^ (c � 1) x0 � y0))where c, 0 and 1 are constants and x1; x0; y1; y0; y distinct variables. Let = '1_'0. Let � be a ground substitution such that �(x1) = 1, �(x0) = 0,�(y) = c, �(y1) = 1 and �(y0) = 0. Then j=  � but 6j= '1� and 6j= '0� (thesituation is exaclty the same as in the previous case). 24.4 FROM 1-SKELETON TO N-SKELETON PROBLEMThe 1-Skeleton problem is undecidable. This follows from the undecidabilityof SREU by Degtyarev and Voronkov [34, 38]. We can formulate their resultin the current setting as follows (cf [38, Theorem 1]).Theorem 4.2 (Degtyarev{Voronkov) The 1-Skeleton problem of guar-ded Horn formulas is undecidable.Under certain restrictions on the language and the structure of formulas,the 1-Skeleton problem becomes decidable. As we have shown in Chapter 3,1-Skeleton problem is already undecidable in the presence of one binaryfunction symbol (in addition to constants); moreover, two variables su�cefor undecidability. In the case one variable the problem becomes decidableas is shown in Chapter 6.For technical reasons it is convenient to assume that we have a �xed signa-ture � with fc1; c2; : : :g as the set of distinct constants in it. � may alsohave other function symbols of arity � 1. Let us also be precise aboutthe variables that we allow in �-expressions, by assuming that all variablescome from the collection fx1; x2; : : :g.For each natural number n, constant c and variable x, let c(n) denote a newconstant and let x(n) denote a new variable. We de�ne by induction on



4.4. From 1-Skeleton to n-Skeleton Problem 45any �-expression X the corresponding expression X(n) as the one obtainedfrom X by replacing in it each variable x with x(n) and each constant c withc(n). For any substitution � of �-variables with �-terms we let �(n) denotea substitution that takes the variable x(n) to the term �(x)(n). So, for any�-expression X and natural number n,(X�)(n) = X(n)�(n):The following property is immediate. For any �-sentence ' and naturalnumber n, j= ' , j= '(n):Theorem 4.3 Let ' be a guarded Horn formula and n a positive integer.Then ' has a corroborator i� Vni=1 '(i) has an n-corroborator.Proof. The `)' direction is trivial. We prove the `(' direction as follows.Let I = f1; 2; : : : ; ng and let  be the formula Vi2I '(i). Assume that  has an n-corroborator f �i j i 2 I g. Soj= _i2I(ĵ2I '(j)�i):By the distributive law this is equivalent toj= ^f :I!I(_i2I '(f(i))�i):From this follows in particular thatj= _i2I '(i)�i:Let Xi = V('(i)) for i 2 I . Since all the Xi's are pairwise disjoint we canlet �0 be a substitution such that �0�Xi = �i�Xi for i 2 I , and it follows thatj= _i2I '(i)�0:By Theorem 4.1 follows now that j= '(i)�0 for some i 2 I . Fix such anappropriate i. But then, by Proposition 4.2, the range of �0�Xi is T�('(i)),and thus there is a substitution � with range T� such that �(i)�Xi = �0�Xi.Hence j= '(i)�(i) and so j= '� by above. �Corollary 4.1 (Voda{Komara) For all n � 1, n-Skeleton problem is un-decidable.



46 The Herbrand Skeleton ProblemProof. The reduction in Theorem 4.3 is trivially e�ective. So, if we had adecision procedure (for some n) for �nding n-corroborators, we could use itto �nd corroborators, but this would contradict Theorem 4.2. �Assume that we are using an automated theorem proving method that isbased on the Herbrand theorem. Roughly, this involves a search for terms,for a given bound m on multiplicity. Corollary 4.1 (Voda and Komara [151])tells us that there is no m for which we could e�ectively decide when to stopour search for such terms in case they don't exist.Recall that monadic SREU is SREU restricted to signatures with functionsymbols of arity � 1. The decidability of monadic SREU is currently oneof the few open problems related to SREU [73]. An e�ectively equivalentproblem is the decidability of the prenex fragment of intuitionistic logic withequality with function symbols of arity � 1 [35]. Some evidence speaks infavour of that the problem is decidable, although with very high compu-tational complexity (e.g., many subcases are decidable). We get also thefollowing result.Corollary 4.2 If the n-Skeleton problem is decidable in the monadic case,for some n > 1 then so is monadic SREU.Proof. Note that, given a formula ', the formula Vni=1 '(i) contains thesame nonconstant function symbols as '. The rest follows by Theorem 4.3.�One might show decidability of monadic SREU by keeping Corollary 4.2 inmind and �rst show that the monadic n-Skeleton problem is decidable forsome n > 1. This may be easier than a direct proof, due to the freedom ofchoice of n.Minimal CaseConsider the system of rigid equations, constructed in Chapter 3:Ŝu(z; x; y) = fE 8̀ x � y � q; �1 8̀ x � y; �2 8̀ x � z � y g:Recall that E, �1 and �2 are gound and, for any TM M and input string vfor M , the system Ŝu(thM;vi; x; y) is solvable i� ŜMv is solvable i� M acceptsv, where the term thM;vi represents the encoding of the pair (M; v). Let'u(z; x; y) be the corresponding formula:'u(z; x; y) = (E ) x � y � q) ^ (�1 ) x � y) ^ (�2 ) x � z � y):So, for all substitutions �, � corroborates 'u(thM;vi; x; y) i� M accepts v.We get the following result.



4.5. Herbrand f-Skeleton Problem 47Corollary 4.3 For all n � 1, the n-Skeleton problem of guarded Horn for-mulas restricted to 2n variables and 3n clauses with ground negative literalsis undecidable, already for some �xed negative literalsProof. Let M be a TM and v an input string for M , and let n be a positiveinteger. So  = n̂i=1('u(thM;vi; x; y))(i)is a guarded Horn formula with 2n variables and 3n clauses. Furthermore,the negative literals in  are �xed for any �xed n. The statement followsby Theorem 4.3 and Theorem 3.3. �4.5 HERBRAND F -SKELETON PROBLEMThe automated theorem proving methods that are based on the Herbrandtheorem are in general called rigid variable methods [157]. The principalprocedure for such methods can be described as follows. Let '(~x) be aquanti�er free formula.Step I Choose a multiplicity m.Step II Check if '(~x) has an m-corroborator.Step III If an m-corroborator exists then 9~x'(~x) is valid, otherwise in-crease m and go to Step II.Voronkov investigates the complexity of various problems related to suchmethods [157]. In particular, he considers the rigid-variable methods inthe context of a fragment of classical logic for which validity is decidable,and proves that, for this fragment, a rigid-variable method (by Gallier etal [52, 53, 50]) introduces (by using Plaisteds result [116]) an undecidablesub-problem at Step II. He notes that the result of Voda and Komara [151]simply shows the inadequacy of the formulation of the Herbrand Skeletonproblem and suggests the notion of strategy for multiplicity.Strategies for MultiplicityInformally, a strategy for multiplicity is a procedure that selects the initialmultiplicity for Step I and then increases the multiplicity each time Step IIis re-entered. The standard strategy is the one that, initially, chooses m = 1and then incrementsm by one each time Step II is rerun. A strategy is calledformula-independent if it does not depend on '. The formal de�nition is asfollows.



48 The Herbrand Skeleton ProblemI A strategy (for multiplicity), is a function f whose �rst argument is aquanti�er free formula, second argument is a natural number and therange of f is the set of natural numbers.The second argument is the number of times Step II has been re-executed.We say that a strategy f is increasing if f satis�es the following property,for all k; l 2 N, k < l ) f('; k) < f('; l):So, an inreasing strategy is such that, each time Step II is re-executed,the multiplicity is increased. Let f be a strategy. The following decisionproblem arises at Step II:I The f-Skeleton Problem. Given a quanti�er free formula ' and k 2 N,does ' have an f('; k)-corroborator?Unless otherwise stated, by strategy we mean computable strategy. Clearly,existence of a noncomputable (increasing) strategy follows by the Herbrandtheorem. Voronkov poses the following problem:Does there exist an increasing strategy f for which the f -Skele-ton problem is decidable?This problem is currently open.Some Special CasesFor some classes of formulas, a strategy for multiplicity can be shown toexist. Consider the following class of formulas [157]. A variable x is said tooccur positively in a formula ' if x has an occurrence in ' which is withinthe scope of an even number of negation symbols.4I A closed formula ' is ground-negative if all variables in it occur posi-tively.5It is pointed out in [157] that the validity problem for ground-negative for-mulas is decidable. However, the systems of rigid equations that arise fromsuch formulas are with ground left-hand sides and thus their solvability un-decidable by Plaisted's result [116]. It is also shown that for ground-negativeformulas there exists a (nonincreasing) strategy, basically, a function thatgiven a ground-negative formula ' (the second argument is not used) re-turns the multiplicity m such that ' is valid i� ' has an m-corroborator.The following result is shown in [157], by using Corollary 4.3.4Here the formula ' is assumed to contain only the connectives `^', `_' and `:', toavoid \hidden" negation symbols.5The de�nition in [157] is slightly more general.



4.5. Herbrand f-Skeleton Problem 49Theorem 4.4 (Voronkov) For any formula-independent strategy for theclass of ground-negative formulas, Step II is undecidable.Further RemarksNote that the validity problem of existential closures of Horn formulas withground negative literals, like 9x9y'u(thM;vi; x; y) for example, is decidable,since such formulas are ground-negative. At the same time the 1-Skeletonproblem of 'u(thM;vi; x; y) is undecidable as we have shown.We can also note the following \reversed" fenomenon. The following prob-lem is undecidable if there is either one binary or two unary function symbolsin the signature [159, 160] and no relation symbols besides equality (cf [13,Corollary 4.1.3]):� Given a Horn clause '(~x), is 9~x'(~x) valid?Actually, it is enough that there are three literals and three variables in'(~x) [160]. On the other hand, we know that the 1-Skeleton problem ofHorn clauses is decidable, this is just rigid E-uni�cation.See also Chapter 7 (Section 7.5).



Chapter 5
Finite Tree Automata

5.1 INTRODUCTIONFinite tree automata [43, 143] is a natural generalization of classical �niteautomata to automata that accept or recognize trees of symbols, not juststrings. In the deterministic case, this generalization is best understood by�rst looking at a deterministic �nite automaton with input alphabet � as a�nite (f�g [ �)-structure with the elements of its universe as states, where� is a constant and the symbols in � are unary function symbols.1 Thegeneralization consists of arbitrary (not just unary) function symbols in �.The recognizability condition of a ground (or closed) term is, like in theunary case, simply that its value is a �nal state.Many decision problems concerned with �nite automata (non-emptiness,inequivalence, etc.) have natural counterparts with �nite tree automata.As in the case of �nite automata, decision problems of �nite tree automataare typically complete for the computational complexity classes they belongto and, due to their simple formulation, have proved to be useful tools inclassifying complexity bounds of other problems. In particular, inequiva-lence [127, 132] and intersection non-emptiness [29, 48, 133] are examplesof such decision problems.The intersection non-emptiness problem of �nite tree automata arises nat-urally in the context of type inference in logic programming [48]. Thesame decision problem restricted to top-down deterministic �nite tree au-tomata arises also in sort inference in typed functional programming [133].Our main motivation for studying this problem is its close connection withSREU. These connections are investigated in Chapter 6.1The idea is that the interpretation of � is the initial state and that the interpretationof a unary function symbol � is a function � such that there is a transition with label �from a state q to a state p i� �(q) = p. So the value of a term �1(�2(� � ��n(�))) is thestate after reading the string �n � � ��2�1. This observation is attributed to B�uchi andWright [15].



5.2. Preliminaries 51The main contributions of this chapter can be summarized as follows. Wepresent a comprehensive proof of EXPTIME-completeness of the inter-section non-emptiness problem of �nite tree automata. More precisely, itis proved that the hardness result holds already for deterministic �nite(bottom-up) tree automata. Although the complexity of this problem hasbeen used in the above mentioned contexts and also in the context of a \de-cidability" proof of SREU [66], its proof is either merely remarked upon [48],or only brie
y outlined and incomplete [66, 133]. The proof of its complex-ity is however highly nontrivial and in order to trust it we had to prove itourselves. In general, it was very hard to �nd complexity results related tothe basic decision problems of �nite tree automata, as they are scatteredthroughout the literature, and we decided to make a short survey by col-lecting the complexity results of the closely related problems. This surveyis summarized in Table 5.1 at the end of this chapter.We show also that the non-emptiness problem of �nite tree automata isP-complete by showing its close connection with the two well-known P-complete problems alternating graph accessibility [68, 80] and generabil-ity [68, 82, 89]. We consider a notion of succinctness with respect to whichthe intersection non-emptiness problem is in fact a succinct version of thenon-emptiness problem. We believe that these decision problems of �nitetree automata will appear in other contexts and expect that this survey willbe useful therein. In general we conclude that there is a rule of thumb:If a decision problem for (deterministic) �nite automata is com-plete for a certain space complexity class, then the same decisionproblem for (deterministic) �nite tree automata is complete forthe corresponding alternating space complexity class.But alternating space is precisely deterministic time, only one exponentialhigher [17].5.2 PRELIMINARIESFinite Tree AutomataLet us recall the de�nition of a (bottom-up) tree automaton.I A tree automaton or TA A is a quadruple (Q;�; R; F ) where{ Q is a �nite set of states,{ � is a signature or an input alphabet disjoint from Q,{ R is a set of rules of the form �(q1; : : : ; qn) ! q, where � 2 �has arity n � 0 and q; q1; : : : ; qn 2 Q,



52 Finite Tree Automata{ F � Q is the set of �nal states.A is called a deterministic TA or DTA if there are no two di�erentrules in R with the same left-hand side.Tree automata as de�ned above are usually also called bottom-up tree au-tomata. Top-down tree automata were introduced by Rabin [121] and werealso studied by Magidor and Moran [95]. Here we use the following de�ni-tion, also based on rewrite rules.I A top-down tree automaton or TTA A is a quadruple (Q;�; R; I)where Q and � are as above,{ R is a set of rules of the form q ! �(q1; : : : ; qn), where � 2 �has arity n � 0 and q; q1; : : : ; qn 2 Q,{ I � Q is the set of initial states.A is called a deterministic TTA or DTTA if I is a singleton set, andwhenever q �!R �(~q) and q �!R �(~p) then ~q = ~p.Terms are also called trees. A set of terms (or trees) is called a forest.Recognizability for tree automata (either bottom-up or top-down) is de�nedas follows.I The forest recognized by a TA A = (Q;�; R;X) (or a TTA A =(Q;�; R�1; X)) is the setT (A) = f � 2 T� j (9q 2 X) � ��!R q g:A forest is called recognizable if it is recognized by some TA (or TTA).Recall that two tree automata are equivalent if they recognize the sameforest. It is well-known that the nondeterministic and the deterministicversions of TAs have the same expressive power [43, 60, 143], i.e., for any TAthere is an equivalent DTA. Clearly there is no essential di�erence betweena TA and a TTA. However, the class of forests recognized by DTTAs areproperly contained in the class of all recognizable forests. A simple exampleof this is the forest ff(a; b); f(b; a)g that is clearly recognizable but not byany DTTA [60, Example 2.11].We say that a TA is total if every term over its input alphabet reducesto some state. Every TA can trivially be extended (by adding new rulesand a new dummy state) to an equivalent total TA. Every total DTA A =(Q;�; R; F ) can be seen as a pair (A; F ), where A is a �-structure with



5.2. Preliminaries 53universe Q whose interpretation function is determined by R as follows: forall f 2 � (of arity n) and q; q1; : : : ; qn 2 Q,fA(q1; : : : ; qn) = q , f(q1; : : : ; qn) �!R q:Then we have that T (A) = f � 2 T� j �A 2 F g: (5.1)Conversely, any pair (A; F ) where A is a �nite �-algebra and F a subset ofits universe, can be seen as a DTA. This is actually the de�nition of a DTAused by G�ecseg and Steinby [60]. We note that the study of various formsof recognizability is a research area by itself [21, 103].Alternation and Computational ComplexityAlternation was introduced by Chandra, Kozen and Stockmeyer [17] as ageneralization of nondeterminism. First, let us give an intuitive de�nition ofan alternating Turing machine or ATM. An ATM is like a nondeterministicTuring machine (TM), except that every con�guration or instantaneousdescription (ID) is labelled as either \universal" or \existential". Actually,each state is either universal or existential and an ID is labelled accordingly.2We inductively determine if an ID \leads to acceptance" as follows. Any�nal ID leads to acceptance. For any non�nal ID we have two cases: anexistential ID leads to acceptance if at least one of its successors leads toacceptance; a universal ID leads to acceptance if all of its successors lead toacceptance and it has at least one successor.All computation models based on a Turing machine can be considered asvariants of a TM with di�erent acceptance conditions, this point is empha-sized by Johnson [81]. We de�ne an ATM formally as follows.I An alternating Turing machine is a pair (M;U) where M is a TM andU a subset of the states of M , called the set of universal states. Thestates of M not in U are called existential.An ATM with an empty set of universal states is simply a TM. An ID ofan ATM is said to be existential (respectively universal, �nal, initial) ifits state is existential (respectively universal, �nal, initial). We can nowformally de�ne the notion of acceptance for ATMs.I Let M be an ATM with initial state q0 and x a string over its inputalphabet. Then M accepts x i� the initial ID q0x, leads to acceptance,where leads to acceptance is de�ned recursively as follows.2In the original de�nition of an ATM there is also a possibility of a \negated" state,but it can be omitted without loss of generality [17, Theorem 2.5].



54 Finite Tree Automata{ Any �nal ID leads to acceptance.{ If v is a non�nal ID then it leads to acceptance i�� v is existential and some successor of v leads to acceptance,or� v is universal, all successors of v lead to acceptance and vhas at least one successor.Note that the acceptance condition of an ATM without universal states isthe same as the acceptance condition of the underlying TM.Alternating Space vs Deterministic Time The notion of space (and time)complexity of ATMs is the same as that of TMs. The key property thatwe are going to use is that, alternating space is precisely deterministic time,only one exponential higher [17]. In particular,� APSPACE = EXPTIME,� ALOGSPACE = P,where the classes APSPACE and ALOGSPACE consist of all problems thatcan be solved by a polynomial space ATM and a logarithmic space ATM,respectively.5.3 BASIC DECISION PROBLEMSAll the basic decision problems of �nite tree automata, like the non-empti-ness problem, the inequivalence problem (or the more general inclusion prob-lem) are decidable (see G�ecseg and Steinby [60]). The proofs are fairly easyby �rst transforming a TA into a DTA by a powerset construction and thenusing a \pumping property" for DTAs. It is also easy to show that recogniz-able sets of terms are closed under Boolean operations. This is illustratednext.� Complementation: Let A = (Q;�; R; F ) be a total DTA. The com-plement of A is the DTA �A = (Q;�; R;QnF ). It follows immediatelyfrom (5.1) that T ( �A) = T� n T (A).� Intersection: Let A = (Q1;�; R1; F1) and B = (Q2;�; R2; F2) beTAs. The direct product of A and B is the TAA�B = (Q1 �Q2;�; R; F1 � F2);where R is the set of rules f((a1; b1); : : : ; (an; bn)) ! (a; b) such thatf(~a) �!R1 a and f(~b) �!R2 b. It follows easily thatT (A�B) = T (A) \ T (B):



5.4. Non-emptiness and Inequivalence 55Note that if A and B above are total DTAs then so is their direct prod-uct. Let A and B be total DTAs. Clearly the inclusion and inequivalenceproblems for DTAs reduce e�ectively to the non-emptiness problem, sinceT (A) � T (B) i� T (A) \ T ( �B) = ;. It follows for example thatT (A) = T (B) , (T (A) \ T ( �B)) [ (T (B) \ T ( �A)) = ;, T (A� �B �B � �A) = ; (5.2)In the following two sections we address the following decision problems.I Non-emptiness of TAs (or, more particularly, of DTAs or DTTAs) isthe following decision problem: Given a �nite tree automaton A, isT (A) non-empty?I Inequivalence of TAs (or, more particularly, of DTAs or DTTAs) isthe following decision problem: Given �nite tree automata A and Bwith the same signature, are T (A) and T (B) unequal?I Intersection non-emptiness of TAs (or, more particularly, of DTAs orDTTAs) is the following decision problem: Given a �nite sequence(Ai)i<n of �nite tree automata, is Ti<n T (Ai) non-empty?For �nite automata the same decision problems are de�ned analogously.It is clear that, by using (5.2), inequivalence of DTAs reduces (in loga-rithmic space) to non-emptiness [60]. For DFAs this was already shown byMoore [105]. It is also clear that for a �xed n, the intersection non-emptinessproblem reduces (in logarithmic space) to the non-emptiness problem.5.4 NON-EMPTINESS AND INEQUIVALENCEFor �nite automata the non-emptiness problem is basically the same asthe graph accessibility problem and is thus complete for nondeterministiclogarithmic space or NL-complete [128]. It follows that the inequivalenceproblem of DFAs is also NL-complete. Analogously, for �nite tree automatathere is a simple reduction from the alternating graph accessibility problemto the non-emptiness problem and vice versa. Alternating graph accessibil-ity was shown P-complete by Immerman [80] by a direct simulation of anyALOGSPACE ATM. There is also a very simple reduction from generabil-ity, which is another P-complete problem due to Jones and Laaser [82] andKozen [89], to non-emptiness of DTAs and vice versa. We follow Greenlaw,Hoover and Ruzzo [67, 68] in our formulation of alternating graph accessi-bility and generability.33The book of Greenlaw, Hoover and Ruzzo [68] includes an excellent up-to-date surveyof around 150 P-complete problems.



56 Finite Tree AutomataI Alternating graph accessibility. Given is a directed graph with a setof vertices V and a set of edges E, a subset U of V , and designatedvertices a and b in V . The vertices in U are called universal and thosein V n U are called existential.The problem is to decide if apath(a; b) holds, where, for any two ver-tices x and y, apath(x; y) is true if either1. x = y, or2. x is existential and there exists a vertex z with (x; z) 2 E andapath(z; y) is true, or3. x is universal and for all vertices z with (x; z) 2 E, apath(z; y) istrue.I Generability. Given is a �nite set Q, (the graph of) a binary functionf on Q, a subset V of Q and an element q in Q.The problem is to decide if q is in the smallest subset ofQ that includesV and is closed under f .The generability problem remains in P even with more than one function.More generally, it is the problem of deciding if, given a �nite algebra, asubset of its universe and an element in it, this element is in the subalgebragenerated by the given subset [89]. Actually, generability is basically thesame problem as non-emptiness of DTAs. In the following proof it is easilyseen that all reductions can be carried out within logarithmic space, assum-ing reasonable representations of the problems, and we do not mention thatexplicitly.Theorem 5.1 Non-emptiness of DTTAs, DTAs and TAs is P-complete.Proof. First we show how alternating graph accessibility reduces to non-emptiness of DTTAs. Consider a directed graph G = (V;E) a subset U ofV of universal vertices, and two designated vertices a and b in V . We canassume without loss of generality that the out-degree of any vertex in G iseither two or zero. Le A be the TTA (V;�; R; fag), where � = fc; g1; g2; fg,c is a constant, g1; g2 unary function symbols, and f a binary functionsymbol. Let the rules of A be as follows:1. b �!R c,2. for each vertex x and edges (x; y1); (x; y2) 2 E,(a) if x is universal then x �!R f(y1; y2),



5.4. Non-emptiness and Inequivalence 57(b) if x is existential then x �!R g1(y1) and x �!R g2(y2).Clearly A is a DTTA. It follows easily that for any vertex x,apath(x; b) , (9� 2 T�) x ��!R �; (5.3)and thus apath(a; b) i� T (A) is non-empty. The `)' direction follows byinduction on the size of any alternating path to b and case analysis on x(universal or existential). The base case (x = b) is trivial. Let us considerone induction case, namely, when x is existential and di�erent from b. Then,for some vertex z,apath(x; b) ) (x; z) 2 E; apath(z; b)(IH)) x �!R g(z); z ��!R �) x ��!R g(�);where � 2 T� and g is either g1 or g2. The `(' direction also follows easilyby induction on the length of reductions.We prove now that the non-emptiness problem of TTAs (and thus TAs) isin P by giving a simple reduction from it to alternating graph accessibility.Let A be a TTA (Q;�; R; I). Assume without loss of generality that thereis only one constant c in � and that I is a singleton set fq0g. We constructa graph G = (V;E) with designated vertices a and b and a subset U as theset of universal vertices as follows. Let V = Q[U where U is the collectionfut j q ! t 2 R g [ fucg of new vertices. Let a = q0 and b = uc. LetE = f (q; ut); (ut; q1); : : : ; (ut; qn) j q ! f(q1; : : : ; qn)| {z }t 2 R g:Like above, statement (5.3) is proved for all x 2 Q by induction. It followsthat apath(a; b) i� T (A) is non-empty.Finally, we give a simple reduction from generability to the non-emptinessproblem of DTAs to show that it is P-hard. Let Q be a �nite set, f a binaryfunction on Q, V � Q and qf 2 Q. Let A be the DTA (Q;�; R; fqfg), where� consists of a binary function symbol f and a constant cq for each q 2 V .Let R be the following set of rules:R = f cq ! q j q 2 V g [ f f(q1; q2)! q j f (q1; q2) = q g:It follows easily that T (A) is non-empty i� qf is in the least subset of Qincluding V that is closed under f . �Non-emptiness of DTAs is in fact the same problem as (the more generalformulation of) generability given above. Consider a total DTA A with



58 Finite Tree Automatasignature � as the pair (A; F ) where A is a �-algebra and F a subset of itsuniverse. Non-emptiness of T (A) is simply the question of whether thereexists a term � 2 T� such that �A 2 F , or in other words, if the subalgebraof A generated by the empty set intersects with F .The non-emptiness problem is clearly a particular case of the inequivalenceproblem. It is also easy to see that there is logspace reduction from any twoDTAs A and B to the DTA in (5.2). It follows thus that inequivalence ofDTAs is also P-complete. From a statement in Seidl [132, Theorem 4.3] fol-lows that inequivalence of DTTAs is P-complete as well. For TAs in generalthe situation is di�erent, however. In order to reduce the inequivalence prob-lem of two TAs into the non-emptiness problem by using (5.2) it is necessaryto �rst transform the TAs in question into DTAs which in general impliesan exponential increase in the number of states (this is true already in thecase of NFAs [122, 101]). In fact, Seidl has proved that the inequivalenceproblem of TAs is EXPTIME-complete [132, Theorem 2.1]. The inequiva-lence problem of NFAs and regular expressions is PSPACE-complete [102].For more recent developments regarding complexity of word problems seeMayer and Stockmeyer [100].5.5 INTERSECTION NON-EMPTINESSEXPTIME-hardness of the intersection non-emptiness problem of �nite treeautomata has been observed by other researchers and used in various con-texts. It was �rst remarked by Fr�uhwirth et al [48] and used in the contextof type inference of logic programs. Goubault gives an incomplete proof inthe case of DTAs in the context of a faulty proof of EXPTIME-completenessof SREU [66]. Seidl [133] uses EXPTIME-hardness of the intersection non-emptiness of DTTAs and outlines a proof, in the context of sort inference intyped functional programming. The proof presented here is a generalizationof the proof of PSPACE-hardness of the intersection non-emptiness of DFAsby Kozen [90]. The idea is to encode the set of valid computation trees ofa �xed polynomial space ATM and a given input string, as the forest givenby the intersection of a collection of DTAs. The same idea is used in theabove references.To see that the intersection non-emptiness problem can be solved in ex-ponential time consider a sequence (Ai)i<n of TAs and take their directproduct, call it A. Clearly A can be constructed in exponential time andwe know also that Ti<n T (Ai) = T (A). So, inclusion in EXPTIME followsby Theorem 5.1. Without using Theorem 5.1, one can reduce the intersec-tion non-emptiness problem to other problems known to be in EXPTIME(or EXPTIME-complete), like the inference problem for full implicationaldependencies [16], relational query evaluation [146] or a certain restricted



5.5. Intersection Non-emptiness 59logic program [134] (using the relationship ALOGSPCE=P [17]). One suchreduction is given below.Theorem 5.2 Intersection non-emptiness of TAs and DTAs is EXPTIME-complete.A formal proof of Theorem 5.2 is given in the subsequent sections as lem-mas 5.4 and 5.8. The following outline illustrates the main ideas of thatproof.Proof. (Outline) Inclusion in EXPTIME is explained above. EXPTIME-hardness is proved as follows. Let M = ((Q;�in;�; �; q0;�b; fqfg); U) bea �xed polynomial space ATM and x a �xed input string. Let n be themaximum number of tape cells used by M and let ID denote the IDs of Mof legth n (possibly padded with extra blanks). We can assume that M hasa unique �nal ID describing an empty tape and that each universal ID haseither 2 or 0 successors. De�ne a ternary relation � � ID � ID� (ID [f�g)such that v � (v1; v2) i�1. v is existential, v `M v1 and v2 = �, or2. v is universal, v `M v1, v `M v2 and v1 6= v2.For each k, 1 � k � n, imagine that we have a small window that providesus only with a restricted view of M 's tape immediately surrounding thek'th symbol. Let �k � ID � ID � (ID [ f�g) be such that v �k (v1; v2) i�v � (v1; v2) is possible according to that view. In addition assume thatn̂k=1 v �k (v1; v2) , v � (v1; v2): (5.4)Let � be a signature consisting of Q[� as unary function symbols, a binaryfunction symbol hi and a constant nil . For any ID v = c1c2 � � � cn�1cn andterm � we write �v as a shorthand for the term cn(cn�1(� � � c2(c1(�)) � � �)),and for any two terms �1 and �2 we write h�1; �2i for the term hi(�1; �2).De�ne ID-trees as the least class of terms in T� that satis�es:1. nil is the empty ID-tree;2. if �1 and �2 are ID-trees such that either both are empty or only �2 isempty and v 2 ID then � = h�1; �2iv�b is an ID-tree.We refer to �1 and �2 as the left and right subtrees of � , v is called the rootof � . De�ne also root of nil to be the empty string (�). A move-tree is anyID-tree � such that for each internal subtree � 0 of � ,Root(� 0)� (Root(Left(� 0));Root(Right(� 0))):



60 Finite Tree AutomataA move-tree is called valid if its root is the initial ID and its leaves are �nalIDs.The kernel of the proof is a polynomial time construction of tree automataAk and A�k for each k, 1 � k � n, recognizing the following forests. Theautomaton Ak recognizes the set of all ID-trees � such that1. each leaf of � is a �nal ID, and2. for each internal subtree at level m in � , where m is even,Root(� 0)�k (Root(Left(� 0));Root(Right(� 0))): (5.5)The automaton A�k recognizes the set of all ID-trees � such that1. the root of � is the initial ID, and2. (5.5) holds for each internal subtree � 0 at level m in � , where m is odd.It follows that � 2 Tnk=1 T (Ak) \ T (A�k) i� � is a valid move-tree. �Any signature can easily be encoded with just one binary function symboland a collection of constants. The following corollary is an easy consequence.Corollary 5.1 Intersection non-emptiness of DTAs when restricted to sig-natures with one binary function symbol and constants is EXPTIME-hard.EXPTIME-hardnessWe give a polynomial time reduction of polynomial space ATMs to theintersection non-emptiness problem of DTAs. It follows that the problem isAPSPACE-hard and thus EXPTIME-hard. For the rest of this section letM = ((Q;�in;�; �; q0;�b; F ); U)be a �xed ATM that is space-bounded by some polynomial S such thatS(m) � m. We can assume, without loss of generality, that M has a singletape, this follows from a straightforward generalization of the correspondingproperty for TMs [76, Theorem 12.2]. Let x 2 �+in be a �xed string andn = S(jxj). Let ID stand for the set of all possible strings that representIDs of M that may be padded with extra blanks at the end so that eachstring represents the �rst n tape symbols of M , i.e.,ID = [0�k<n�(k)Q�(n�k):From here on we say ID for any element of ID. We can assume without lossof generality that M satis�es the following conditions:



5.5. Intersection Non-emptiness 61� The initial state q0 is existential and occurs only in the initial ID(ID0 = q0x�b(n�jxj)).� M has exactly one �nal state qf and the �nal ID has the form ID f =qf�b(n).� Each universal ID has 0 or 2 successors.Let all the symbols in �[Q have arity 1, i.e., treat them like unary functionsymbols. Let also hi and nil be new function symbols with arities 2 and 0,respectively. Let � = � [Q [ fhi;nilg. We represent \computations trees"of M by certain terms in T�. For a string v = c1c2 � � � cm over � [ Q and� a term we write �v for the term cm(cm�1(� � � c1(�) � � �)), and for any twoterms �1 and �2 we write h�1; �2i for the term hi(�1; �2).I ID-trees is the least class of terms in T� that satis�es:{ nil is an ID-tree, called the empty ID-tree;{ if �1 and �2 are ID-trees such that either both are empty or only�2 is empty and v 2 ID then � = h�1; �2iv�b is an ID-tree.We refer to �1 and �2 as the left and right subtrees (or collectivelyimmediate subtrees) of � , v is called the root of � . We use the notationsLeft(�), Right(�) and Root(�). We let also Root(nil) = �.Let � and � 0 be ID-trees. We say that � 0 is an m-fold subtree of � if eitherm = 0 and � 0 = � or � 0 is an (m�1)-fold subtree of some immediate subtreeof � . By subtree we mean m-fold subtree for some m � 0. The depth of �is the largest m � 0 such that there exists an m-fold subtree of � , e.g., thedepth of nil is 0.The roots of all the non-empty subtrees of � are called its nodes. A non-empty subtree of � with empty immediate subtrees is called external. Anon-empty subtree of � that is not external is called internal. The root ofany external subtree of � is called a leaf of � . Below we use the followingde�nitions.I An ID-triple is any element of ID � ID � (ID [ f�g), where � denotesthe empty string. By a move of M we mean any ID-triple (v; v1; v2)where either{ v is existential, v ` v1 and v2 = �, or{ v is universal, v ` v1, v ` v2 and v1 6= v2.We write v � (v1; v2) i� (v; v1; v2) is a move.



62 Finite Tree AutomataI A move-tree is any ID-tree � such that for each internal subtree � 0 of� , Root(� 0)� (Root(Left(� 0));Root(Right(� 0))):A move-tree is valid if its root is the initial ID and its leaves are �nalIDs.The notion of a valid move-tree is a straightforward generalization of thenotion of a valid computation of M on input x. We exploit the followingobvious characterization of acceptance in terms of valid move-trees: Maccepts x i� there exists a valid move-tree.Main Construction The kernel of the hardness proof is a polynomial timeconstruction of a collection of tree automata such that their intersection isprecisely the set of all valid move-trees. We construct two kinds of automata,one for each k, 1 � k � n.1. The �rst kind recognizes all move-trees the leaves of which are �nalIDs and which satisfy the following additional property. Roughly, forall internal m-fold subtrees � where m is even, the ID-triple (v; v1; v2),where v is the root of � and v1 and v2 the roots of the left and rightsubtrees of � , is a possible move by looking only at the tape symbolsimmediately surrounding the k'th symbol.2. The second kind recognizes all move-trees the root of which is theinitial ID and which satisfy the same additional property as above,except for odd m.First, we formally de�ne the sets of ID-trees correspeonding to items 1 and 2,and show that their intersection gives us precisely all the valid move-trees.Then we present formal constructions of DTAs that recognize these sets.We need some additional notations and de�nitions.By a position we mean any integer k such that 1 � k � n. Let k be aposition and v = a1 � � � ai�1qai � � �an 2 ID where q 2 Q. We write v[k] andView(v; k) for the following substrings of v,v[k] = � qak; if k = i;ak; otherwise.View(v; k) = 8<: v[k]v[k + 1]; if k = 1;v[k � 1]v[k]; if k = n;v[k � 1]v[k]v[k + 1]; otherwise.We let also View(�; k) = � and for any ID-triple (v; v1; v2),View((v; v1; v2); k) = (View(v; k);View(v1; k);View(v2; k)):Consider a �xed position k.



5.5. Intersection Non-emptiness 63�b �b �b �b �b1 nqf nil nilFigure 5.1: Base case of Tk.I A k-move is an ID-triple ~v = (v; v1; v2) such that the following holds.1. If v[k] 2 Q� then there exists a move ~w such that View(~w; k) =View(~v; k).2. If v[k] = a 2 � then v1[k] 2 fag [ Qa and either v2 = � orv2[k] 2 fag [Qa.We write v �k (v1; v2) i� (v; v1; v2) is a k-move.The following lemmas follow easily and we leave their proofs to the reader.Lemma 5.1 An ID-triple is a move i� it is a k-move for all positions k.Lemma 5.2 For all positions k and all ID-triples ~v and ~w. If ~v is a k-moveand View(~v; k) = View(~w; k) then ~w is a k-move.For all positions k, let Tk denote the following set of terms. Below we showthat Tk is recognizable, and that the time complexity to construct a treeautomaton that recognizes Tk, is polynomial in n.I Tk is the set T of all ID-trees such that1. hnil ;niliID f�b 2 T ,2. h�1; �2iv�b 2 T if �1 is non-empty and,(a) v �k (Root(�1);Root(�2)),(b) Left(�1) 2 T and Right(�1) 2 T [ fnilg, and(c) either �2 is empty, or Left(�2) 2 T and Right(�2) 2 T [fnilg.So any ID-tree in Tk has external subtrees of the form shown in Figure 5.1.A possible induction case is illustrated in Figure 5.2. For each positionk, we let T �k denote the following sets of terms. Also in this case we showthat each T �k is recognizable by a tree automaton that can be constructedin polynomial time.I T �k is the set of all h�1; �2iID0�b where �1; �2 2 T and either both areempty or only �2 is empty, where T is the set of all ID-trees where q0does not occur such that



64 Finite Tree Automataka1 a a2qka1 b a2q1 ka1 c a2q2Figure 5.2: One possible induction case of Tk; q is universal and �(q; a) =f(q1; b; left); (q2; c; right)g.x1 x2 xl �b �b �b1 nq0Figure 5.3: All ID-trees in T �k have this form.1. nil 2 T ,2. h�1; �2iv�b 2 T if �1 is non-empty and (a{c) hold,(a) v �k (Root(�1);Root(�2)),(b) Left(�1);Right(�1) 2 T , and(c) either �2 is empty or Left(�2);Right(�2) 2 T .All ID-trees in T �k are illustrated in Figure 5.3.Let � 2 Tk \ T �k and let � 0 be any internal m-fold subtree of � for somem � 0. If m is even (odd) then it follows by de�nition of Tk (T �k ), thatRoot(� 0)�k (Root(Left(� 0));Root(Right(� 0))):We have thus the following property.Lemma 5.3 For all positions k, if � 2 Tk\T �k then for all internal subtrees� 0 of � , Root(� 0)�k (Root(Left(� 0));Root(Right(� 0))):We can now state our main lemma.Lemma 5.4 Intersection non-emptiness of DTAs is EXPTIME-hard.Proof. Construct tree automata Ak and A�k for 1 � k � n such thatT (Ak) = Tk and T (A�k) = T �k (see Lemma 5.5 and Lemma 5.6). Each one



5.5. Intersection Non-emptiness 65is constructed in time that is polynomial in n = S(jxj), and thus the totaltime complexity of the construction of all the automata is polynomial in jxj.It is su�cient to show thatf � j � is a valid move-treeg = n\k=1(Tk \ T �k )The direction `�' (i.e., that each valid move tree is in Tk and T �k ) is easy tocheck. (Note that the property that all computation paths of M have evenlength is needed here.) We prove the direction '�'. Let � 2 Tnk=1(Tk \ T �k ).It follows immediately from the de�nition of any Tk that the leaves of � are�nal IDs. It follows also immediately from the de�nition of any T �k that theroot of � is the initial ID. It remains to prove that � is a move-tree, i.e.,that for any internal subtree � 0 of � ,Root(� 0)� (Root(Left(� 0));Root(Right(� 0)));but this follows by �rst applying Lemma 5.3 and then Lemma 5.1. �Recognizability of Tk Consider a �xed position k distinct from 1 and n. Thehandling of positions 1 and n is similar. We construct a tree automaton Akthat recognizes Tk. It is clear that one can easily extract an algorithm fromthis construction that has polynomial time complexity in n. Let� = ��� [Q��� [ �Q�� [ ��Q�;I = �� (� [ f�g):As the main part in the construction of Ak we use a family fMigi2I[f0g ofDFAs, where each Mi is a DFA that accepts ID and for each v 2 ID simplyscans v and accepts it in the �nal state p(�;i) i� View(v; k) = �. Formally,for all i 2 I [ f0g,Mi = (Pi;� [Q; �i; p(0;i); f p(�;i) j � 2 � g); L(Mi) = ID ;such that for all � 2 � and v 2 ID ,�i(p(0;i); v) = p(�;i) , View(v; k) = �:Furthermore, all the Pi's are assumed to be pairwise disjoint. In particularwe can take all the members to be copies of say M0. It is easy to constructM0 in time that is polynomial in n. Let also Mf be a DFA (with new states)such that Mf = (Pf ;� [Q; �f ; p(0;f); fpfg); L(Mf) = fID fg:Let now Ri for i 2 I [ f0; fg denote following sets of rules:Ri = f c(p)! p0 j �i(c; p) = p0; c 2 � [Q; p; p0 2 Pi g:



66 Finite Tree AutomataFor any string v = c1c2 : : : cm�1cm over � [ Q and state p we write pv forthe term cm(cm�1(� � � c2(c1(p)) � � �)). It is clear that for any string v over� [Q, and any two states p and p0 in Pi,�i(p; v) = p0 , pv ��!Ri p0:Let ft�; tfg [ f t� j � 2 � g be a set of new state symbols.I Ak is the following tree automaton:QAk = ft�; tfg [ f t� j � 2 � g [ P0 [ Pf [[i2I Pi;�Ak = �;RAk = [i2I Ri [ R0 [Rf [fnil ! t� g [f ht�; t�i ! p(0;f) g [f htf ; t�i ! p(0;0); htf ; tfi ! p(0;0)g [f ht�; t
i ! p(0;�;
) j (�; 
) 2 I g [f p(�;0)�b! t� j � 2 � g [f pView((v;v1;v2);k)�b! tf j v �k (v1; v2) g [f pf�b! tf g;FAk = f tf g:Note that pView((v;v1;v2);k) is the �nal state p(View(v;k);i) in Mi, where i is theindex (View(v1; k);View(v2; k)). It is easy to check that Ak is indeed a de-terministic tree automaton. The structure of Ak is illustrated in Figure 5.4.Lemma 5.5 T (Ak) = Tk.Proof.[Proof of T (Ak) � Tk] Let � 2 T (Ak), i.e., � 2 T� and � ��!RAk tf . Weprove that � 2 Tk. The proof is by induction on the length of the reduction� ��! tf . There are two cases, depending on the last step of the reduction.1. � ��! pf�b �! tf , or2. � ��! pView(~v;k)�b �! tf for some k-move ~v. Let View(~v; k) = (�; �; 
).
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Figure 5.4: Tree automaton Ak. A transition from p(�;�;
) to tf exists only if(�; �; 
) = View(~v; k) for some k-move ~v.Let us consider the �rst case �rst. From the de�nition of the rules of Ak andthe disjointness of the underlying DFAs it follows that the reduction has tobe of the following form: (simply trace the arrows backwards in Figure 5.4)pf�b �! tfp(0;f)ID f ��!Rf pfhnil ;nili ��! p(0;f);which shows that � = hnil ;niliID f�b, and thus � 2 Tk. We now consider thesecond case. Thenp(�;�;
)�b �! tfp(0;�;
)w ��!R(�;
) p(�;�;
) (some w 2 ID such that View(w; k) = �)



68 Finite Tree Automataht� ; t
i �! p(0;�;
):So � = h�1; �2iw�b where �1 ��! t� and �2 ��! t
 . Since � 6= � it follows thatthe reduction �1 ��! t� must have the following form:p(�;0)�b �! t�p(0;0)w1 ��!R0 p(�;0) (some w1 2 ID such that View(w1; k) = �);and either htf ; t�i �! p(0;0) or htf ; tfi �! p(0;0). Assume (without loss ofgenerality) that the former reduction step took place and that 
 = � (andthus �2 = nil).Under these conditions Root(�1) = w1, Left(�1) ��! tf and Right(�1) = nil .It follows by the induction hypothesis that Left(�1) 2 Tk. Let ~w = (w;w1; �),since View(~w; k) = View(~v; k) and ~v is a k-move, it follows by Lemma 5.2that ~w is a k-move. Now � 2 Tk by the de�nition of Tk.[Proof of Tk � T (Ak)] Let � 2 Tk. Clearly � 2 T�. We must show that� ��! tf . The proof is by induction on the size of � . The base case is� = hnil ;niliID f�b and it follows by above that � ��! tf . The induction caseis � = h�1; �2iv�b, where �1 = h�11; �12iv1�b,1. v �k (v1;Root(�2)),2. �11 2 Tk and �12 2 Tk [ fnilg, and3. either �2 is empty or Left(�2) 2 Tk and Right(�2) 2 Tk [ fnilg.We can assume, without loss of generality, that �2 and �12 are empty. Let(�; �; �) = View((v; v1; �); k). By using the induction hypothesis and therules of Ak we obtain the following reduction:� ��!(IH) hhtf ; t�iv1�b; t�iv�b�! hp(0;0)v1�b; t�iv�b��!R0 hp(�;0)�b; t�iv�b�! ht� ; t�iv�b�! p(0;�;�)v�b��!R(�;�) p(�;�;�)�b:But v �k (v1; �), and thus p(�;�;�)�b �! tf . �



5.5. Intersection Non-emptiness 69Recognizability of T �k As above, we consider a �xed position k distinct from1 and n, and construct a tree automaton A�k that recognizes T �k . It is clearthat the construction can be carried out in time that is polynomial in n.We are not as detailed below as we are above, due to the similarity of theconstruction.Let � and I be as in Section 5.5 except that the initial state q0 of M isomitted from Q. Let also Mi for i 2 I[f0g have the same de�nition (exceptfor that same restriction). Let Mf be the following DFA: (with new states)Mf = (Pf ;�; �f ; p(0;f); fpfg); L(Mf) = fx�b(n�jxj)g:Let now Ri for i 2 I [ f0; fg denote the same sets of rules as de�ned above.Let ft; t�; tfg [ f t� j � 2 � g be a set of new state symbols.I A�k is the following tree automaton:QA�k = ft; t�; tfg [ f t� j � 2 � g [ P0 [ Pf [[i2I Pi;�A�k = �;RA�k = [i2I Ri [ R0 [ Rf [ fq0(p(0;0))! p(0;f)g [fnil ! t� g [f ht�; t�i ! p(0;0); ht; t�i ! p(0;0); ht; ti ! p(0;0)g [f ht� ; t
i ! p(0;�;
) j (�; 
) 2 I g [f p(�;0)�b! t� j � 2 � g [f pView((v;v1;v2);k)�b! t j v �k (v1; v2) g [f pf�b! tf g;FA�k = f tf g:Note that A�k is indeed a deterministic tree automaton (in particular notethat the q0-transition from p(0;0) to p(0;f) does not violate the determinism).The structure of A�k is illustrated in Figure 5.5. The proof of Lemma 5.6 isanalogous to the proof of Lemma 5.5.Lemma 5.6 T (A�k) = T �k :Inclusion in EXPTIMEWe reduce the intersection non-emptiness problem of TAs to the inferenceproblem for full implicational dependencies or FIDs. An FID is just a uni-versal relational Horn sentence, we write it here as a \backward" implication



70 Finite Tree Automata

nil t�

t� t� hi Mfp(0;f) pf �b tfq0

tM(�;
)t� t
 p(0;�;
) p(�;�;
)
M(�;�)t� t� p(0;�;�) p(�0;�;�)
M0tt t�t p(0;0) p(
;0)p(�;0) t
t�hihi

hihi
�b�b
�b�b

Figure 5.5: Tree automaton A�k. A transition from p(�;�;
) to t exists only if(�; �; 
) = View(~v; k) for some k-move ~v.'   where ' is an atom and  a conjunction of atoms. The only func-tion symbols in an FID are constants. The inference problem is simply thequestion of whether a given conjunction of FIDs implies another given FID.This problem can be solved in exponential time (actually it is EXPTIME-complete [16, 146]).Let Ai for 1 � i � n for some n � 1 be TAs with a common input alphabet�, Ai = (Qi;�; Ri; Fi); (1 � i � n):Let A = (Q;�; R; F ) be the direct product of all the Ai's. So the statesof A are elements of Qni=1Qi and the rules of A are de�ned as follows, wewrite �q for (q1; q2; : : : ; qn) 2 Q:R = f�(�q1; : : : ; �qk)! �q j �(qi1; qi2; : : : ; qik) �!Ri qi (1 � i � n) g:We know that T (A) is non-empty i� Tni=1 T (Ai) is non-empty. We constructa set of FIDs P with a distinguished atom Nonempty such that P ` Nonempty



5.5. Intersection Non-emptiness 71i� T (A) is non-empty. Furthermore, it is obvious that this constructiontakes polynomial time in the total size of the Ai's (not in the size of A, thesize of A is in general eponential in the total size of the Ai's).First, for 1 � i � n and each k-ary function symbol � 2 �, let Rule�i be anew relation symbol of arity k+1. Let also Finali for 1 � i � n and Reducebe relation symbols of arity 1 and n, respectively. To simplify matters, wecan assume without loss of generality that all function symbols in � havearity at most 2. The following atoms (or atomic FIDs) are in P : for eachAi and �nal state q in it there is an atomFinali(q)in P ; for each Ai and rule �(q1; : : : ; qk) ! q in Ri (where k � 0), there isan atom Rule�i (q1; : : : ; qk; q)in P . In addition, P includes the following FIDs: for each constant � 2 �the FID Reduce(�x) n̂i=1 Rule�i (xi);for each unary function symbol � 2 � the FIDReduce(�x) n̂i=1 Rule�i (yi; xi) ^ Reduce(�y)and for each binary function symbol � 2 � the FIDReduce(�x) n̂i=1 Rule�i (yi; zi; xi) ^ Reduce(�y) ^ Reduce(�z):Finally, P includes the FIDNonempty Reduce(�x) ^ n̂i=1 Finali(xi):We have the following relationship between derivations from P and reduc-tion in R.Lemma 5.7 For all �q 2 Q, P ` Reduce(�q) i� there exists a term � 2 T�such that � ��!R �q.Proof. Let �q 2 Q be �xed and consider the direction `)'. Assume thatP ` Reduce(�q). We prove by induction on the length of the proof of P `Reduce(�q) that there exists a term � 2 T� such that � ��!R �q.



72 Finite Tree AutomataThe base case is when there is a constant c 2 � such that P ` Ruleci (qi)for 1 � i � n. Then c �!Ri qi for 1 � i � n and thus � = c �!R �q. Theinduction case is when there is a nonconstant function symbol f 2 � (wecan assume that f is binary) and states �p; �r 2 Q such thatP ` Rulefi (pi; ri; qi) (for 1 � i � n); P ` Reduce(�p); P ` Reduce(�r):By the induction hypothesis follows that there exist terms �1 and �2 in T�such that �1 �!R �p and �2 �!R �r. From P ` Rulefi (pi; ri; qi) (for 1 � i �n) follows that f(pi; ri) �!Ri qi (for 1 � i � n) and thus f(�p; �r) �!R �q.Consequently � = f(�1; �2) ��!R �q.The direction `(' is equally straightforward to prove by induction on thelength of the reduction � ��!R �q. �Since P ` Nonempty i� there exists a �nal state �q in A such that P `Reduce(�q), it follows by Lemma 5.7 that P ` Nonempty i� T (A) is non-empty. The time to construct P is clearly polynomial in the total size ofthe Ai's. By Chandra et al. [16] it follows thus that:Lemma 5.8 The intersection non-emptiness problem of DTAs is in EXP-TIME.We obtain an alternative proof of Lemma 5.8 by looking at P as a logicprogram and asking the question if the goal Nonempty follows from it. It isclear that in any proof tree of Nonempty from P the nodes (or intermediategoals) have a size that is linear in n, simply because there are no nonconstantfunction symbols in P . The computational complexity of the problem ofdeciding if P ` Nonempty is therefore in EXPTIME by a correspondencebetween logic programs and ATMs by Shapiro [134, Theorem 4.4] and therelationship EXPTIME = APSPACE.We can also note that NFAs correspond to monadic TAs, i.e., TAs over asignature where,besides constants, there are only unary function symbols.If we assume the above Ai's to be modadic then the non-emptiness problemof T (A) corresponds to the non-emptiness problem of the intersection of thecorresponding NFAs. It is easy to see by looking at P that one can constructan ATM without universal nodes (i.e., a TM) that uses only linear spacein n and \accepts Nonempty" i� P ` Nonempty. Thus the intersection non-emptiness problem of NFAs is in PSPACE. This fact follows already fromthe proof of the PSPACE-completeness of the intersection non-emptinessproblem of DFAs by Kozen [90], where the part of the proof regardinginclusion in PSPACE holds also for NFAs.



5.7. Succinctness 735.6 SUCCINCTNESSThe use of intersection can shorten a regular expression by an exponentialamount. This fact explains why the inequivalence problem for regular ex-pressions becomes EXPSPACE-complete when intersection is added [49, 79],whereas it is PSPACE-complete [102] in the usual case. (A similar e�ect isobtained with interleaving [100].) Above, we are just witnessing a similare�ect on TAs. Namely, if we represent a TA A by a sequence of TAs withthe same signature with the understanding that their product is A (modulorenaming of states), then the size of this representation can in some casesbe exponentially more succinct than the size of A. With this notion of suc-cinctness it follows that the intersection non-emptiness problem is simplythe succinct non-emptiness problem. Note also that it is generally believedthat EXPTIME is nothing else but P on exponentially more succinct in-put [112].Analogously, succinct non-emptiness of �nite automata is PSPACE-com-plete by Kozen's result [90]. If we consider a �nite automaton as a graph,non-emptiness is just graph accessibility. In this case there is another notionof succinctness4 which implies that the succinct graph accessibility problemis PSPACE-complete [113] (even for undirected graphs [94]).5.7 CONCLUDING REMARKSIn this chapter we considered computational complexity of some basic deci-sion problems of �nite tree automata. In particular, we proved EXPTIME-completeness of the intersection non-emptiness problem (Theorem 5.2) andwe showed P-completeness of the non-emptiness problem (Theorem 5.1). Itfollows that for a �xed number of �nite tree automata, the problem of non-emptiness of their intersection is also P-complete. We discussed a notion ofsuccinctness with respect to which the intersection non-emptiness problemis in fact a succinct version of the non-emptiness problem.Our main motivation for studying these problems and their computationalcomplexity is their close connection with the decidability and computationalcomplexity of SREU with one variable. The computational complexities ofthe problems studied in this chapter and of closely related problems is sum-marized in Table 5.1. In general there seems to be a rule of thumb that saysthat if a decision problem for (deterministic) �nite automata is complete fora certain space complexity then the same decision problem with (determinis-tic) �nite tree automata is complete for the corresponding deterministic time4The standard notion of succinctness in the case of graphs arises from practical con-siderations in VLSI [59]. A succinct representation of a graph G with n vertices is aBoolean circuit, that given (binary representations of) two integers � n as input (repre-senting two vertices in G), computes the corresponding entry of the adjacency matrix ofG.



74 Finite Tree AutomataNon-emptiness Inequivalence Intersectionnon-emptinessDFA NL NL PSPACENFA NL PSPACE PSPACEDTA P P EXPTIMEDTTA P P EXPTIMETA P EXPTIME EXPTIMETable 5.1: Computational complexities of some basic decision problems of �-nite automata and �nite tree automata. All problems are complete for therespective classes.complexity, only one exponential higher. Besides Table 5.1, further justi�ca-tion for this rule follows by comparing computational complexities of someother decision problems of �nite tree automata (studied by Seidl [132]) withthe corresponding decision problems of �nite automata studied by (Stearnsand Hunt III [140, 141]). This relationship between computational com-plexities of decision problems of �nite tree automata and �nite automatais re
ected by the fact that proofs of the former are usually extensions ofproofs of the latter, by going from using nondeterministic Turing machinesto using alternating Turing machines.Remarks about Table 5.1 The non-emptiness problem of �nite au-tomata is in fact the graph accessibility problem and is thus complete fornondeterministic logarithmic space or NL-complete [128]. Using (5.2), in-equivalence of DFAs reduces to non-emptiness [105] and since non-emptinessis a particular case of inequivalence, it follows that inequivalence of DFAsis NL-complete as well. For �nite automata in general, inequivalence isPSPACE-complete by Meyer and Stockmeyer [102]. PSPACE-completenessof non-emptiness of intersection of �nite automata was proved by Kozen [90].Non-emptiness of �nite tree automata is closely related to the two well-known P-complete problems: alternating graph accessibility [80] and gen-erability [82, 89]. It follows by (5.2) that inequivalence of DTAs is also P-complete. EXPTIME-hardness of the intersection non-emptiness problemof �nite tree automata has been observed by other researchers [48, 66, 133].In particular, Seidl outlines a proof in the case of DTTAs [133]. He hasalso proved that inequivalence of TAs is EXPTIME-complete [132, Theo-rem 2.1] and it follows also from a statement by Seidl that when restrictedto DTTAs, inequivalence is P-complete [132, Theorem 4.3].



Chapter 6
SREU with One Variable
6.1 INTRODUCTIONWe show that SREU with one variable is decidable. Moreover, we showthat this problem is EXPTIME-complete. We prove also that rigid E-uni�cation with one variable is P-complete and that SREU with one variableand a constant bound on the number of rigid equations is P-complete. Oneconclusion we draw from this is that the intractability of SREU with onevariable is strongly related to the number of rigid equations and not theirsize. Note that with two variables, SREU is undecidable already with threerigid equations. Finally, we consider a case of SREU where one allowsseveral variables, but each rigid equation either contains one variable, orhas a ground left-hand side and an equality between two variables as aright-hand side. We show that SREU is decidable also in this restrictedcase. In Chapter 7 we use some of these results to obtain new decidabilityresults in intuitionistic logic.6.2 PRELIMINARIESRecall that a canonical model of a set of ground equations E, denoted byT=E , is the quotient of T� over =E where =E is simply the congruencerelation induced by E over the set of ground terms over �. It is a simplefact that for all s; t 2 T ,T=E j= s � t , E j= s � t:Structures that are isomorphic with the canonical model of a �nite set ofground equations are also called �nitely presented algebras. Various prob-lems that are related to �nitely presented algebras, and their computationalcomplexity, have been studied in Kozen [88, 89]. Below, we make use of someof those results.



76 SREU with One Variable6.3 DECIDABILITYIn this section we establish formally the decidability of SREU with onevariable. The proof has two parts.1. First we prove that rigid E-uni�cation with one variable can be re-duced to the problem of testing membership in a �nite union of con-gruence classes.2. By using the property that any �nite union of congruence classes isrecognizable, we then reduce SREU with one variable to the intersec-tion non-emptiness problem of �nite tree automata.The decidability of SREU with one variable follows then from the fact thatrecognizable sets are closed under Boolean operations and that the non-emptiness problem of �nite tree automata is decidable. In Section 6.4 weaddress the computational complexity of this reduction.Initial ReductionWe start by proving two lemmas. Roughly, these lemmas allow us to reducean arbitrary rigid equation S(x) with one variable to a �nite collection ofrigid equations fSi(x) j i < n g such that, for all substitutions �, � solves Si� � solves some Si. Furthermore, each of the Si's has the form E 8̀ x = tiwhere E is ground and ti is some ground term. The set E is common to allthe Si's.Let E be a set of ground equations and t a ground term. Denote by [t]Ethe interpretation of t in T=E , in other words [t]E is the congruence classinduced by =E on T that includes t. For a set T of ground terms we write[T ]E for f [t]E j t 2 T g. We write Terms(E) for the set of all terms thatoccur in E, in particular Terms(E) is closed under the subterm relation.We use the following lemma. Lemma 6.1 follows also from a more generalstatement in de Kogel [27, Theorem 5.11].Lemma 6.1 Let t be a ground term, c a constant, E a �nite set of groundequations and e a ground equation. Let T = Terms(E [ feg). If [t]E 62 [T ]Eand E [ ft � cg j= e then E j= e.Proof. Assume that [t]E 62 [T ]E and that E [ ft � cg j= e. Let E0 be areduced set of rules equivalent to E, such that c#E0 = c. Let t0 = t#E0 . Ift0 = c then E [ ft � cg � E0 [ ft � cg � E0 [ ft0 � cg � E



6.3. Decidability 77and the statement follows immediately. So assume that t0 6= c. Let R =E0 [ ft0 ! cg. Let l ! r be a rule in E0. Neither l nor r can be reducedwith the rule t0 ! c because [t0]E = [t]E 62 [T ]E . Hence R is reduced, andthus canonical [138]. Also, R � E [ ft � cg. (Note that t0 2 [t]E and[T ]E = [T ]E0 .)Let e = t0 � s0 and let u = t0#R = s0#R. We have thatt0 ��!R u; s0 ��!R u:Consider the reduction t0 ��!R u and let ti �! ti+1 be any rewrite stepin that reduction. Obviously, if each subterm of ti is in some congruenceclass in [T ]E then the rule t0 ! c is not applicable since [t0]E 62 [T ]E and itfollows also that each subterm of ti+1 is in some congruence class in [T ]E.It follows by induction on i that the rule t0 ! c is not used in the reduction.The same argument holds for s0 ��!R u. Hencet0 ��!E0 u; s0 ��!E0 u;and thus E0 j= t0 � s0. Hence E j= e. �Consider a system S of rigid equations. There is an extreme case of rigidequations that are easy to handle from the point of view of solvability of S,namely the redundant ones:I A rigid equation is redundant if all substitutions solve it.To decide if a rigid equation E(x) 8̀ s(x) � t(x) is redundant, it is enoughto decide if E(c) j= s(c) � t(c) where c is a new constant.I The uniform word problem for ground equations is the following de-cision problem. Given a set of ground equations E and a groundequation e, is e a logical consequence of E?We use the following complexity result [88, 89].Theorem 6.1 (Kozen) The uniform word problem for ground equationsis P-complete.So redundancy of rigid equations is decidable in polynomial time.Lemma 6.2 Let E(x) 8̀ e(x) be a rigid equation, c be a new constant andt be a ground term not containing c. ThenE(c) [ ft � cg j= e(c) , E(t) j= e(t):



78 SREU with One VariableProof. The only non-obvious direction is `)'. Since t does not include c,E(c) [ ft � cg j= e(c) holds with c replaced by t, but then the equationt � t is simply super
uous. �Clearly, S is solvable i� the set of rigid equations in S that are not redun-dant, is solvable. We use the following lemma.Lemma 6.3 Let E(x) 8̀ s0(x) � t0(x) be a rigid equation and c be a newconstant. There exists a �nite set of ground terms T such that, for anyground term t not containing c the following holds:E(t) j= s0(t) � t0(t) , E(c) j= t � s for some s 2 T :Furthermore, T can be obtained in polynomial time.Proof. Let T 0 be the set Terms(E(c) [ fs0(c) � t0(c)g). LetT = f s 2 T 0 j E(c) [ fs � cg j= s0(c) � t0(c) g:Note that T may be empty. Let t be any ground term that does not containc. By using Lemma 6.2, it is enough to prove that the following statementsare equivalent:1. E(c) [ ft � cg j= s0(c) � t0(c),2. E(c) j= t � s for some s 2 T .Assume �rst that [t]E(c) 62 [T 0]E(c). In particular [t]E(c) 62 [T ]E(c), so state-ment 2 is trivially false. Suppose (by contradiction) that statement 1 holds.But then E(c) j= s0(c) � t0(c) by Lemma 6.1, which contradicts that therigid equation is not redundant.Assume now that [t]E(c) = [s]E(c) for some s 2 T 0. ThusE(c) [ fs � cg � E(c) [ ft � cg: (6.1)So, if s 2 T then statement 2 is trivially true and statement 1 is true by (6.1)and the de�nition of T . If on the other hand s 62 T then statement 2 istrivially false and statement 1 is false by (6.1) and the de�nition of T .Observe that the size of T 0 is proportional to the size of the rigid equation,and to decide if some term i T 0 belongs to T takes polynomial time byKozen's result. So the construction of T takes polynomial time. �From Lemma 6.3 we get the following result.



6.4. Decidability 79Theorem 6.2 Rigid E-uni�cation with one variable is P-complete.Proof. P-hardness of rigid E-uni�cation with one variable follows imme-diately from P-hardness of the uniform word problem of ground equations.Inclusion in P is proved as follows. Let S(x) = E(x) 8̀ e(x) be a rigidequation. Test �rst that S(x) is not redundant. If so, use Lemma 6.3 toobtain T . Now, S(x) is solvable i� T is non-empty. �This P-completeness result is extended in Section 6.4 to SREU with onevariable and a constant bound on the number of rigid equations.Reduction to Tree AutomataWe use the following relationship between tree automata and arbitraryground rewrite systems [14].Theorem 6.3 (Brainerd) Let R be a ground rewrite system and T a �niteset of terms. Then the set f t j (9s 2 T ) t ��!R s g is recognizable. Further-more, a tree automaton that recognizes this set can be obtained e�ectivelyfrom R and T .Recently, corresponding connections between recognizability (with respectto pushdown tree automata [129]) and nonground term rewriting systemshave been studied by several authors [20, 21, 54, 62, 126]. For a surveyof connections between rewriting and tree automata see Dauchet [22]. Weobtain the following corollary.Corollary 6.1 Let S(x) be a rigid equation with one variable x that isnot redundant. Then the set of x� such that � solves S(x) is recognizable.Furthermore, a tree automaton that recognizes this set is obtained e�ectivelyfrom S.Proof. Immediate by Brainerd's theorem and Lemma 6.3 �By using the fact that the class of recognizable sets is (e�ectively) closed un-der �nite intersectons and that the non-emptiness problem of tree automatais decidable [43, 143], the decidability result of SREU with one variable fol-lows from Corollary 6.1. The decidability is proved formally below, with aprecise computational complexity bound.



80 SREU with One Variable6.4 COMPUTATIONAL COMPLEXITYIn the previous section we showed that SREU with one variable is decidable.We paid little or no attention to the actual computational complexity of thisdecision problem. Here we take a closer look at the reduction and show thatSREU with one variable is in fact EXPTIME-complete. Recall the followingde�nition.I The intersection non-emptiness problem of DTAs is the following de-cision problem. Given a collection fAi j 1 � i � n g of DTAs, isTni=1 T (Ai) non-empty?Let us �rst show that SREU with one variable reduces to the intersectionnon-emptiness problem of DTAs in polynomial time. This establishes theinclusion of SREU with one variable in EXPTIME. We then show that theintersection non-emptiness problem of DTAs reduces to SREU with onevariable, which shows the hardness part. To show the �rst part we haveto be more precise about how a DTA can be constructed from a given setof equations. Brainerd's theorem is too general here and its computationalcomplexity is unclear. Instead of using Brainerd's theorem, we give an ex-plicit construction of a DTA from a given set of equations. This constructionis in fact based on a construction in de Kogel [27, Theorems 4.1 and 4.2]that is based on Shostak's congruence closure algorithm [136].1 A similarconstruction is used also in Dauchet, Heuillard, Lescanne and Tison [24],and in Gurevich and Voronkov [73].Inclusion in EXPTIMEIn the following we assume that none of the rigid equations are redundant.Lemma 6.3 tells us that the set of solutions of a rigid equation E(x) 8̀ e(x)with one variable is given by the union of a �nite number of congruenceclasses [s2Tf t j E(c) j= s � t g;where T � Terms(E(c) [ fe(c)g) and c is a new constant. We now givea polynomial time construction of a DTA that recognizes the above set ofterms. Our considerations lead naturally to the following de�nition. Let Ebe a set of ground equations and T a subset of Terms(E).I A DTA A = (Q;�; R; F ) is presented by (E; T ) if A has the followingform (modulo renaming of states). First, let qC be a new state foreach C 2 [Terms(E)]E .Q = f qC j C 2 [Terms(E)]E g;1De Kogel does not use tree automata but the main idea is the same.



6.4. Computational Complexity 81� = �(E);F = f qC j C 2 [T ]E g;R = f f(q[t1]E ; : : : ; q[tn]E )! q[t]E j t = f(t1; : : : ; tn) 2 Terms(E) g:It is clear that the above de�nition is well de�ned. It follows from elementaryproperties of congruence relations that A is deterministic and thus R isreduced. Note that for each constant c in �(E), there is a rule c ! q[c]Ein R. Note also that for any equation s � t in E, both s and t reduce tothe same normal form q[s]E = q[t]E with respect to R, since they belong toTerms(E). We use the following lemma.Lemma 6.4 Let E be a set of ground equations and T � Terms(E). LetA be a DTA presented by (E; T ). Then1. T (A) = f t 2 T�(E) j (9s 2 T )E j= t � s g,2. A can be constructed in polynomial time from E and T .Proof. To prove the �rst statement, consider a �-structure A with theuniverse f t#R j t 2 T�[� g and the interpretation function such that tA =t#R for all t 2 T�. Clearly, it is enough to prove that, for all t; s 2 T�,E j= t � s , A j= t � s:For a proof of this statement see de Kogel [27].The second part is proved as follows. The number of terms in Terms(E)is proportional to the size of E. It follows by Theorem 6.1 that the timecomplexity of the construction of Q, i.e., the time complexity to partitionTerms(E) into congruence classes, is polynomial. The rest is obvious. �We prove now that SREU with one variable is in EXPTIME.Lemma 6.5 SREU with one variable is in EXPTIME.Proof. Let S(x) = fSi(x) j 1 � i � n g be a system of rigid equations.Assume, without loss of generality, that none of the rigid equations is re-dundant. Let Si(x) = Ei(x) 8̀ ei(x). Let � be the signature of S. UseLemma 6.3 to obtain, for each i, 1 � i � n, a set of ground terms Ti inpolynomial time such that, for all t in T�,Ei(t) j= ei(t) , Ei(c) j= t � s for some s 2 Ti:



82 SREU with One VariableUse now Lemma 6.4 to obtain (in polynomial time) a DTA Ai that presents(Ei(c); Ti), for 1 � i � n. It follows by Lemma 6.3 and the �rst part ofLemma 6.4 thatT (Ai) = f t 2 T� j Ei(t) j= ei(t) g (for 1 � i � n):Thus, � is a solution to S(x) i� x� is recognizable by all T (Ai). Conse-quently, S(x) is solvable i� Tni=1 T (Ai) is non-empty. The lemma follows,since the intersection non-emptiness problem of DTAs is in EXPTIME. �EXPTIME-completenessWe reduce the intersection non-emptiness problem of DTAs to SREU withone variable to establish the hardness part. First, let us state some simplebut useful facts.Lemma 6.6 Let A = (Q;�; R; F ) be a DTA, f a unary function symbolnot in �, and c a constant not in Q or �. LetS(x) = (R [ f f(q)! c j q 2 F g 8̀ x � c):Then, for all � such that x� 2 T�[ffg,� solves S(x) , x� = f(t) for some t 2 T (A):Proof. Let E = R [ f f(q)! c j q 2 F g. From the fact that R is reducedand that f(q) is irreducible in E and c is irreducible in R, follows that Eis reduced and thus canonical. So, for any x� 2 T�[ffg, E j= x� � c i�x� ��!E c. Butx� ��!E c , x� ��!E f(q) �! c for some q 2 F, x� = f(t) for some t 2 T� and t ��!R q, x� = f(t) for some t 2 T (A): �For a given signature �, and some constant c in it, let us denote by S�(x)the following rigid equation:2S�(x) = (f f(c; : : : ; c) � c j f 2 � g 8̀ x � c):The following lemma is elementary [38].Lemma 6.7 For all �, � solves S�(x) i� x� 2 T�.2Note that f(c; : : : ; c) stands for f when f is a constant.



6.4. Computational Complexity 83We have now reached the point where we can state and easily prove thefollowing result.Theorem 6.4 SREU with one variable is EXPTIME-complete.Proof. Inclusion in EXPTIME follows by Lemma 6.5. Let fAi j 1 � i � n gbe a collection of DTAs with signature �. Let f be a new unary functionsymbol and �0 = �[ffg. For each Ai, let Si(x) be the rigid equation givenby Lemma 6.6. So, for all � such that x� 2 T�0 ,� solves Si(x) , x� = f(t) for some t 2 T (Ai):Let S(x) = fSi(x) j 1 � i � n g [ fS�0(x)g:It follows by Lemma 6.7 that for any � that solves S(x), x� is in T�0 . Hence,by Lemma 6.6, S(x) is solvable i� Tni=1 T (Ai) is non-empty. Obviously,S(x) has been constructed in polynomial time. The statement follows fromTheorem 5.2. �So in the general case, SREU is already intractable with one variable. Itshould be noted, however, that the exponential behaviour is strongly relatedto the unboundedness of the number of rigid equations. (See Section 6.4.)Bounded CaseThe exponential worst case behaviour of SREU with one variable is stronglyrelated to the unboundedness of the number of rigid equations, and not tothe size or other parameters of the rigid equations. This behaviour is ex-plained by the fact that the intersection non-emptiness problem of a familyof DTAs is in fact the non-emptiness problem of the corresponding directproduct of the family. The size of a direct product of a family of DTAs isproportional to the product of the sizes of the members of the family, andthe time complexity of the non-emptiness problem of a DTA is polynomial.I Bounded SREU is SREU with a number of rigid equations that isbounded by some �xed positive integer.For bounded SREU with one variable we get the following result.Theorem 6.5 Bounded SREU with one variable is P-complete.



84 SREU with One VariableProof. Let the number of rigid equations be bounded by some �xed positiveinteger n. P-hardness follows immediately from Theorem 6.2. Without lossof generality consider a systemS(x) = fSi(x) j 1 � i � n gof exactly n rigid equations. For each Si construct a DTA Ai in polynomialtime, like in Lemma 6.5. Let A be the DTA that recognizes Tni=1 T (Ai).For example, A can be the direct product of fAi j 1 � i � n g (G�ecsegand Steinby [60]). It is straightforward to construct A in time that is pro-portional to the product of the sizes of the Ai's. Hence A is obtained inpolynomial time (because n is �xed) and T (A) is non-empty i� S(x) issolvable. The statement follows from Theorem 5.1. �Monadic CaseWhen we restrict the signature to consist of function symbols of arity � 1,i.e., when we consider the so-called monadic SREU then the complexitybounds are di�erent. DTAs restricted to signatures with just unary functionsymbols correspond to classical deterministic �nite automata or DFAs. Thefollowing result is proved in Kozen [90].Theorem 6.6 (Kozen) The intersection non-emptiness problem of DFAsis PSPACE-complete.We get the following result.Theorem 6.7 Monadic SREU with one variable is PSPACE-complete.Proof. Inclusion in PSPACE follows from Lemma 6.5 trivially modi�edso that Theorem 6.6 is used. PSPACE-hardness follows from Theorem 6.4trivially modi�ed so that Theorem 6.6 is used. �A detailed study of monadic SREU can be found elsewhere [73], where alsothe PSPACE-completeness is proved. We can note that, in general, thedecidability of monadic SREU is still an open problem [73].6.5 UNITED ONE VARIABLE CASEIn this section we extend the decidability result of SREU with one variableto SREU with multiple variables with the following syntactical restrictionon the structure of each rigid equation. We say that a system of rigidequations has the united one variable property if each rigid equation E 8̀ ein it satis�es the following conditions:



6.5. United One Variable Case 851. Either E 8̀ e includes at most one variable, or2. E is ground and e has the form x � y for two variables x and y.SREU restricted to systems with the united one variable property is calledunited one variable SREU. This is a nontrivial extension of the one variablecase.Example 6.1 Let Sid(x), Smv(y) and S1(x; y) be the rigid equations de�nedin Chapter 3, then the systemfSid(x); Smv(y); S1(x; y) ghas the united one variable property. Note that, by adding the rigid equa-tion S2(x; y) we violate the united one variable property because S2(x; y)contains more than one variable and its right-hand side is not a simpleequality between two variables. 2The main result of this section is that the united one variable SREU isdecidable. The proof is by reduction to the decidable �rst-order theory ofground rewrite systems [26].The Decidable Theory GRSNow we formally de�ne the theory of ground rewrite systems or GRS. Con-sider a signature � that contains all the function symbols and constantsthat we are going to need in the sequel. Let � be the following signatureconstructed from �.� For each term t in T�, let �t be a constant in �.� For each ground rewrite system E over T�, let RE be a new binaryrelation symbol in �.3Now, let A be the following �-structure. The universe of A is T� and theinterpretation function of A is de�ned as follows. Note that the only groundterms in the signature of A are the constants �t for t 2 T�, since there areno function symbols in � of positive arity.1. For each constant �t 2 �, �tA = t.2. For each relation symbol RE 2 �, RAE is the rewrite relation ��!E .3In the original de�nition of GRS [26] there are two more relation symbols for eachE, but we do not use them here.



86 SREU with One VariableWe can now de�ne GRS as the �rst-order theory of A, i.e.,GRS = f' a sentence in � j A j= ' g:We use the following result [26].Theorem 6.8 (Dauchet{Tison) GRS is decidable.The proof of Theorem 6.8 is by reduction to �nite tree automata. In partic-ular, it involves, for each ground rewrite system, a construction of a \groundtree transducer" that is a pair of a bottom-up and a top-down �nite treeautomaton, and de�nes the rewrite relation that is related with that rewritesystem [23, 25]. When GRS is restricted to reduced ground rewrite systems(which is enough in our case) one can give an easier proof of Theorem 6.8 byreduction to the decidable weak monadic second-order theory of the binarytree or WS2S.4 See Thomas [144] for a survey of related topics.Reduction to GRSWe use the following lemma. In the following we consider rigid equationsin a �xed signature � that contains at least one constant. We also assumethat we have a su�ciently large supply of new constants.Lemma 6.8 Let E(x) 8̀ e(x) be a non-redundant rigid equation with onevariable x. There is a formula '(x) in the language of GRS such that, forall ground terms t,A j= '(�t) , E(t) j= e(t) and t 2 T�:Proof. Let c be a new constant and use Lemma 6.3 to obtain a �nite set T(� T�[fcg) of ground terms such that, for all ground terms t not containingc, E(t) j= e(t) , E(c) j= t � s for some s 2 T :Let E� = f f(c1; : : : ; c1) � c1 j f 2 � g5 where c1 is some constant in �.Consider both E(c) and E� as rewrite systems, with equations as rules inboth directions. Let '(x) be the following formula:'(x) = (_s2T RE(c)(x; �s)) ^ RE�(x; �c1):4Such a proof has been given by Gurevich and Veanes.5Note that f(c1; : : : ; c1) stands for f whenever f is a constant.



6.5. United One Variable Case 87It follows by de�nition of A that, for all ground terms t,A j= '(�t) , A j= _s2T RE(c)(�t; �s) and A j= RE�(�t; �c1), t ��!E(c) s for some s 2 T , and t ��!E� c1, E(c) j= t � s for some s 2 T , and t 2 T�, E(t) j= e(t) and t 2 T�;where the last equivalence holds by the above, because c is not in �. �We can now prove the following.Theorem 6.9 United one variable SREU is decidable.Proof. Let S = fSi j 1 � i � n g be a system of rigid equations with theunited one variable property. Assume, without loss of generality, that noneof the rigid equations in S is redundant. For each rigid equation Si(x) inS with one variable x let 'i(x) be the formula given by Lemma 6.8. Foreach rigid equation Si(x; y) = Ei 8̀ x � y in S, where Ei is ground, and xand y are variables, consider Ei as a ground rewrite system with equationsas rules in both directions and let 'i(x; y) = REj (x; y). So, for all groundterms t and s,Ei j= t � s , t ��!Ei s , A j= REi(�t; �s):Finally, let ' be the existential closure of the conjunction of all the 'i's.It is straightforward to verify that ' is a theorem in GRS i� S is solvable.The statement follows by Theorem 6.8. �The computational complexity of the united one variable SREU is notknown, we know only that it is at least EXPTIME-hard. It also remains tobe investigated if there are other decidable extensions of the one variablecase. We can also note the following result. The 9-fragment of GRS is theset of prenex formulas in GRS with one existential quanti�er.Corollary 6.2 The 9-fragment of GRS is EXPTIME-hard.Proof. From the proof of Theorem 6.9 it is clear that the reduction fromSREU with one variable to GRS can be performed in polynomial time andthat the resulting formula is a prenex formula with one existential quanti�er.The statement follows now from Theorem 6.4. �



Chapter 7
Prenex Fragment ofIntuitionistic Logic

7.1 INTRODUCTIONThe strong connections between SREU and intuitionistic logic with equalityhave implied new important decidability results in the latter area [35, 155].From the undecidability of SREU follows, for example, that the 9�-fragmentof intuitionistic logic with equality is undecidable [37, 38]. By using theresults in Chapter 3, we improve this result to the following.The 99-fragment of intuitionistic logic with equality is undecid-able.The decidability of the 8�98�-fragment of intuitionistic logic with equalityhas been an open problem which is settled in this chapter by using the resultsin Chapter 6 and an analogue of a Skolemization result for intuitionisticlogic [35]. The following is proved.The 8�98�-fragment of intuitionistic logic with equality is decid-able and EXPTIME-hard.The above two results imply the following main contribution of this chapter.The prenex fragment of intuitionistic logic is the collection of all intuition-istically provable prenex formulas.A complete classi�cation of decidability of the prenex fragmentof intuitionistic logic with equality, in terms of the quanti�erpre�x.At the end of this chapter we compare these fragments with the correspond-ing fragments in classical logic.



7.2. Preliminaries 89�; A;�! A (Ax) �;?;�! ' (?) �! t � t (�)Axioms�fs=xg; s � t;�fs=xg ! �fs=xg�ft=xg; s � t;�ft=xg ! �ft=xg (�1) �fs=xg; t � s;�fs=xg ! �fs=xg�ft=xg; t � s;�ft=xg ! �ft=xg (�2)Replacement rules�; ';  ;�! ��; ' ^  ;�! � (^ !) �! ' �!  �! ' ^  (! ^)�; ';�! � �;  ;�! ��; ' _  ;�! � (_ !) �! '�! ' _  (! _1) �!  �! ' _  (! _2)�;  ;�! � �; ')  ;�! '�; ')  ;�! � ()!) ';�!  �! ')  (!))Propositional rules�; 'ft=xg;8x';�! ��;8x';�! � (8 !) �! 'fy=xg�! 8x' (! 8)�; 'fy=xg;�! ��;9x';�! � (9 !) �! 'ft=xg�! 9x' (! 9)Quanti�er rulesFigure 7.1: Inference rules of LJ�. Here A stands for an atomic formula; ',  and � stand for arbitrary formulas; � and � stand for multisets of formulas.In the rules (9 !) and (! 8) the variable y does not occur free in theconclusions of the rules.7.2 PRELIMINARIESWe use `c for classical provability and `i for intuitionistic provability. Theparticular choice of formal system does not a�ect the decidability results.For example, we can assume natural deduction for `c and natural deduc-tion without the RAA rule for `i. (See for example Troelstra and vanDalen [145].)A sequent is an expression of the form �! ', where � is a multiset offormulas and ' a formula. In Section 7.3, we consider derivations in a par-ticular (cut-free) sequent calculus LJ� for intuitionistic logic with equality.(See Figure 7.1.) Any negated formula :' is a shorthand for ') ?, where? is a propositional constant. It is well-known that a closed sequent ! 'is derivable in LJ� i� `i ', see, e.g., Orevkov [110].We use the following general properties.� The explicit de�nability property of intuitionistic logic: if `i 9x' thenthere is a ground substitution � such that `i '�.



90 Prenex Fragment of Intuitionistic Logic� If ' is a conjunction of closed implications of the form  ) e, where is a conjuntion of equations and e is an equation, then `c ' i� `i '.A prenex formula is a formula of the formQ1x1 : : : Qnxn'(x1; : : : ; xn)where ' is quanti�er free and each Qi is a quanti�er. The prenex fragmentof intuitionistic logic is the class of all intuitionistically provable prenexformulas. For a rigid equation E 8̀ e letF(E 8̀ e) = (d̂2E d)) e;and for a system S of rigid equations letF(S) = ^fF(S1) j S1 2 S g:7.3 CLASSIFICATION OF THE PRENEX FRAGMENTThe decidability problem of the fragments of intuitionistic logic has notbeen as thoroughly studied as the corresponding problem in classical logic,where the decidability of all standard fragments has been systematicallyclassi�ed [13]. In particular, not much has been known about the prenexfragment (of intuitionistic logic). Many new decidability results aboutthe prenex fragment have been obtained quite recently by Degtyarev andVoronkov [34, 35, 37, 38] and Voronkov [153, 154]. Some of these resultsare:1. Decidability, and in particular PSPACE-completeness, of the prenexfragment of intuitionistic logic without equality [153, 154].2. Prenex fragment of intuitionistic logic with equality but without func-tion symbols is PSPACE-complete [35]. Decidability of this fragmentwas proved in Orevkov [111].3. Prenex fragment of intuitionistic logic with equality in the languagewith one unary function symbol is decidable [35].4. 9�-fragment of intuitionistic logic with equality is undecidable [34, 37,38].In many of the above results, the corresponding result has �rst been ob-tained for a fragment of SREU with similar restrictions. In particular, thelast statement follows from the undecidability of SREU and the followingproperty, originally used in Degtyarev and Voronkov [34, Theorem 4].



7.3. Classification of the Prenex Fragment 91Lemma 7.1 Let S(~x) be a system of rigid equations.S is solvable , `i 9~xF(S):Proof. The direction `)' follows by the fact that if there exists a � thatsolves S then `c F(S)� and thus `i F(S)� (for this class of formulas). Hence`i 9~xF(S). The direction `(' follows by the explicit de�nability propertyof intuitionistic logic, which provides a solution for S. �The 99-FragmentBy using some results from Chapter 3, we obtain a uniform characterizationof all the recursively enumerable sets in the 99-fragment of intuitionisticlogic with equality. Let us consider Turing machines with some �xed tapealphabet and a �xed symbol q0 for the initial state. Let tv denote the wordthat represents q0v (the initial ID for input string v).Recall the following: given a TM M we can construct a system ŜMv (x; y) ofthree rigid equations such that the left-hand sides are ground and indepen-dent of v, and ŜMv (x; y) is solvable i� M accepts v.Theorem 7.1 Uniformly, for any Turing machine M , there is a formula'M (z; x; y) = (E ) x � y � c) ^ (�1 ) x � y) ^ (�2 ) x � z � y):where E, �1 and �2 are closed conjunctions of equations and c is a constant,such that, for all input strings v for M ,`i 9x9y'M (tv; x; y) , M accepts v:Proof. Let 'M (tv; x; y) = F(ŜMv ). Use Lemma 7.1 and Theorem 3.3. �Let us now consider a universal Turing machineMu and let 'u = 'Mu be theformula given by Theorem 7.1. Let us also write 'Mv (x; y) for 'M (tv ; x; y).We get the following result.Theorem 7.2 The 99-fragment of intuitionistic logic is undecidable alreadyunder the following restrictions:1. The signature has two symbols: one constant and one binary functionsymbol.2. The only connectives are ^ and at most three )'s.3. The antecedents of all implications are closed.



92 Prenex Fragment of Intuitionistic LogicD0�0 ! s � t � c... (^ !n0 )E ! s � t � c (^ !0)! E ) s � t � c (!)) D1�1 ! s � t... (^ !n1 )�1 ! s � t (^ !0)! �1 ) s � t (!)) D2�2 ! s � tv � t... (^ !n2 )�2 ! s � tv � t (^ !0)! �2 ) s � tv � t (!))! (�1 ) s � t) ^ (�2 ) s � tv � t) (! ^)! 'Mv (s; t) (! ^)! 9y'Mv (s; y) (! 9)! 9x9y'Mv (x; y) (! 9)Figure 7.2: A derivation of 9x9y'Mv (x; y) in LJ�; �0, �1 and �2 are multisetof equations corresponding to E, �1 and �2, respectively; n0, n1 and n2 arethe number of ^'s minus one, in E, �1 and �2, respectively. It is actuallythe existence of the derivations D0, D1 and D2, that corresponds to thesolvability problem of the system SMv of rigid equations.4. The antecedents of implications may be �xed.Proof. Let M be a TM and v an input string for M . Then, by Theorem 7.1,`i 9x9y'uhM;vi(x; y) , Mu accepts hM; vi , M accepts v:Furthermore, all constants in 'uhM;vi can be simulated by one constant andone binary function symbol (see the remark following Corollary 3.3). �A Remark on Skeleton InstantiationProof search in intuitionistic logic with equality is closely connected withSREU, and, unlike in the classical case, the handling of SREU is in fact un-avoidable in that context [152, 155]. A skeleton is the structure of a deriva-tion in LJ�, where all the replacement rules have been removed. Skeletoninstantiation is the problem of the existence of a derivation with a givenskeleton. The structure of a skeleton is given, to a certain extent, by thestructure of the formula that one searches a proof for. Voronkov shows thatSREU is polynomially equivalent to skeleton instantiation in the sequentcalculus LJ� [152].The sequent! 9x9y'Mv (x; y) has a derivation in LJ� i� it has a derivationin LJ� of the form shown in Figure 7.2 where the derivations Di consistsolely of replacement rules and the rule (�) at the top. The skeleton ofthe derivation in Figure 7.2 is illustrated in Figure 7.3. We can draw thefollowing conclusion from this.Corollary 7.1 There is a �xed skeleton with two applications of (! 9) andthree applications of (!)) for which the skeleton instantiation problem inLJ� is undecidable.



7.3. Classification of the Prenex Fragment 93(�)... (^ !n0 )(^ !0)(!)) (�)... (^ !n1 )(^ !0)(!)) (�)... (^ !n2 )(^ !0)(!))(! ^)(! ^)(! 9)(! 9)Figure 7.3: The skeleton of the derivation in Figure 7.2.Proof. By using the results proved in Voronkov [152, 155], the sentence9x9y'Mv (x; y) is intuitionistically provable i� the sequent ! 9x9y'Mv (x; y)can be derived in LJ� with the skeleton shown in Figure 7.3. Let M = Mu.The statement follows now from Theorem 7.1. �The 8�98�-FragmentWith the following result we obtain a complete classi�cation of decidabilityof the prenex fragment of intuitionistic logic with equality, in terms of thequanti�er pre�x.Theorem 7.3 The 8�98�-fragment of intuitionistic logic with equality isdecidable and EXPTIME-hard.Proof. We prove the decidability �rst. Intuitionistic provability of anyprenex sentence with the pre�x 8�98� can be reduced to provability of aprenex sentence with pre�x 9 by using an analogue of Skolemization forintuitionistic logic [35, Theorem 3.2]. So consider a sentence 9x'(x), where' is quanti�er free. The sequent ! 9x'(x) is derivable in LJ� i� it isderivable with some skeleton S and only �nitely many skeletons need tobe considered and can be computed from ' [156].1 From ' and a skeletonS one obtains a system S(x) of rigid equations with one variable x suchthat S(x) is solvable i� ! 9x'(x) is derivable with skeleton S [156]. Thedecidability follows now from Theorem 6.4.Conversely, SREU with one variable reduces in polynomial time, by Lem-ma 7.1, to intuitionistic provability of a closed 9-formula. So the latterproblem is EXPTIME-hard by Theorem 6.4. �1The use of the rule ()!) can be restricted so that the premises are guaranteed tobecome \smaller" than the conclusion.
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Skeleton S1 : (�) (�)(!))(! _1)(! ^)(! 9) Skeleton S2 : (�) (�)(!))(! _2)(! ^)(! 9)Figure 7.4: The only two possible skeletons in LJ� for the sequent! 9x(x � c) ^ ((x � 0) 0 � 1) _ (x � 1) 0 � 1)).D1! x� � c D2x� � 0! 0 � 1! x� � 0) 0 � 1 (!))! (x� � 0) 0 � 1) _ (x� � 1) 0 � 1) (! _1)! (x� � c) ^ ((x� � 0) 0 � 1) _ (x� � 1) 0 � 1)) (! ^)! 9x(x � c) ^ ((x � 0) 0 � 1) _ (x � 1) 0 � 1)) (! 9)Figure 7.5: Any derivation of the sequent! 9x(x � c) ^ ((x � 0) 0 � 1) _ (x � 1) 0 � 1))in LJ� with the skeleton S1 in Figure 7.4 must have this form for someground substitution �.The reduction in the proof of Theorem 7.3 from an 9-formula to SREU withone variable may take exponential time, so the precise upper bound of thecomputational complexity for the 8�98�-fragment is currently unknown. Asimilar decidability proof of another fragment is given in Degtyarev andVoronkov [35, Theorem 7.1] where the oronk1992 0 Td
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7.5. Other Fragments 95of rigid equations is solvable. Since neither of the systems is solvable, weconclude that 6`i 9x'(x).On the other hand, if we consider the formula instantiation problem or the1-Skeleton problem of '(x) we see that, classically, '(x) is equivalent to theformula (x � c) ^ (x 6� 0 _ 0 � 1 _ x 6� 1 _ 0 � 1):It is easy to see that the formula instantiation problem of '(x) reduces tothe solvability of the following system of rigid equationsf 8̀ x � c; fx � 0; x � 1g 8̀ 0 � 1gthat is clearly solvable with a substitution � such that x� = c. 2Note that, although both formula instantiation and intuitionistic provabilityof existential formulas reduce to SREU, these reductions are fundamentallydi�erent, as is illustrated with the above example.7.4 OTHER FRAGMENTSDecidability problems for other fragments of intuitionistic logic have beenstudied by Orevkov [109, 111], Mints [104], Statman [139] and Lifschitz [93].Orevkov proves that the ::89-fragment of intuitionistic logic with func-tion symbols is undecidable [109]. Orevkov classi�es the decidability ofsome other pseudo-prenex fragments of intuitionistic logic with equality,i.e., classes of formulas with a prenex that is a string in f9;8;::g� [111].Lifschitz proves that intuitionistic logic with equality and without functionsymbols is undecidable, i.e., that the pure constructive theory of equality isundecidable [93]. Statman proves that the intuitionistic propositional logicis PSPACE-complete [139].7.5 CORRESPONDING CLASSICAL FRAGMENTSThe study of the classical decision problem was initiated by Hilbert at thebeginning of this century. The classical decision problem can be formulatedas the provability or validity problem in classical logic:Given a sentence ', is ' valid?Classically, a formula is valid i� its negation is unsatis�able, so the corre-sponding satis�ability problem is an equivalent formulation of the classicaldecision problem. G�odel's Incompleteness Theorem [63] was an importantbreakthrough in logic that implied the undecidability of the classical deci-sion problem in general. The identi�cation of which fragments of the class



96 Prenex Fragment of Intuitionistic Logicof all �rst-order formulas are decidable had been started already beforeG�odel's result, and several fragments had been shown to be as hard as thewhole problem. By now the classi�cation of all the traditional fragmentshas been completed [13]. See Gurevich [71] for a popular introduction intothe subject.Classically, all formulas are equivalent to prenex formulas. Formulas inprenex form are traditionally classi�ed by imposing restrictions on the quan-ti�er pre�x, the signature and either allowing equality or not. Let usadopt the following notation for classes of formulas [13]. Let [Q; �; �] and[Q; �; �]� stand for collections of closed �rst-order prenex formulas withand without equality, respectively, where1. Q is a string over f9;8; 9�;8�g, indicating that prenex sentences withquanti�er pre�x Q are allowed. When all pre�xes are allowed then allis written for Q.2. � = (�1; : : : ; �m), where each �i is either a natural number or the �rstin�nite ordinal !, and indicates that there are �i relation symbols ofarity i in the signature. If any number of relation symbols of all aritiesare allowed then all is written for �. If there are no relation symbolsthen (0) is written for �.3. � is like � but for function symbols.Note that constants are not allowed with this classi�cation. When consider-ing provability (either classical or intuitionistic), constants behave just likeuniversally quanti�ed variables, so any constant can simply be replaced bya new universally quanti�ed variable. For a class C of sentences, let us writeC(`i) and C(`c), for the following fragments:C(`i) = f' 2 C j `i ' g;C(`c) = f' 2 C j `c ' g:So, we have that� [899; (0); (0; 1)](`i)� is undecidable by Theorem 7.2, and� [8�98�; all ; all ](`i)� is decidable by Theorem 7.3.Note that this notion of classi�cation leaves open the decidability of intu-itionistic provability of existential prenex sentences without constants, i.e.,the fragment [9�; all ; all ](`i)� . Classically, without restrictions on the signa-ture, maximal decidable fragments are� [8�; all ; all ](`c)� if equality is allowed [70], and



7.5. Corresponding Classical Fragments 97� [8�98�; all ; all ](`c) if equality is disallowed [69, 98].Let CLAUSE be the class of closed prenex formulas whose quanti�er freepart is a clause, i.e., a disjunction of literals.2 In the presence of equality,we have that, the Gurevich fragments� ([9; (0); (0; 1)]� \ CLAUSE )(`c) and� ([9; (0); (2)]� \ CLAUSE )(`c) are undecidable [70].Let HornCLAUSE be the class of prenex formulas whose quanti�er freepart is a (strict) Horn clause, i.e., a clause with exactly one positive lit-eral. The Gurevich fragments are already undecidable when restricted toHornCLAUSE [160]. In other words, validity is undecidable for closed im-plications of the form 9x(E ) e), where E is a conjunction of equations ande is an equation. On the other hand, we know that intuitionistic provabilityis decidable for such implications, e.g., by Lemma 7.1 and the decidabilityof rigid E-uni�cation [57].As an exception to the general rule that intuitionistic fragments of prenexformulas seem to be \easier" than the corresponding classical fragments,we have the following case. Consider prenex formulas whose quanti�er freepart is a conjunction of Horn clauses with ground negative literals, suchformulas form a subclass of \ground-negative" formulas, for which classicalprovability is decidable [157]. However, as we have shown, intuitionisticprovability is undecidable for prenex formulas whose quanti�er free part isa corresponding conjunction of implications.Note that, without equality,� [all ; all ; all ](`i) is decidable and in fact PSPACE-complete [153],whereas classically, there are already 11 di�erent minimal standard frag-ments of �rst-order logic without equality which are undecidable (9 of whichuse no function symbols at all) [13]. Note also that� [all ; all ; (0)](`i)� is decidable [111] and in fact PSPACE-complete [35].In the presence of equality and only one unary function symbol, the maximaldecidable standard fragments of classical logic are,� the Rabin fragment [all ; (!); (1)](`c)� [121], and2Classically, the corresponding class for satis�ability is the class of Herbrand formulas,i.e., prenex formulas whose quanti�er free part is a conjunction of literals.



98 Prenex Fragment of Intuitionistic Logic� the Shelah fragment [8�98�; all ; (1)](`c)� [135].In intuitionistic logic we have that� [all ; all ; (1)](`i)� is decidable [35].7.6 OPEN CASESWe conclude with the following two open problems regarding intuitionisticprovability of closed prenex formulas. Recall that monadic SREU is SREUrestricted to a signature with function symbols of arity� 1. The decidabilityof the following two fragments is open:? [all ; all ; (!)](`i)� and? [9�; all ; all ](`i)� .The fragment [all ; all ; (!)](`i)� is decidable if and only if monadic SREU isdecidable [35]. Let us write SREU2 for monadic SREU with two unary func-tion symbols. Then monadic SREU is decidable i� SREU2 is decidable [32].If SREU2 is decidable then there hardly exists a simple proof of that. A factto support this statement is that the word equation problem or uni�cationunder associativity has a simple reduction to SREU2 [32]. The word equa-tion problem is a hard combinatorial problem that was proved decidable byMakanin [96]. No interesting upper bounds for computational complexityof the word equation problem are known yet. The monadic SREU is treatedin detail in Gurevich and Voronkov [73].



Chapter 8
Conclusion

8.1 MAIN CONTRIBUTIONSThe main purpose of the thesis is to gain deeper understanding of SREU.The fundamental role of SREU in several areas of computer science has beenshown in numerous results by Degtyarev and Voronkov and others. Duringthe course of this work, it turned out that already very small fragments ofSREU can be used in a straightforward manner to express rich mathematicalconstructions. In particular, SREU with ground left-hand sides can be usedto express various problems concerned with �nite tree automata. The �rstmain result using such observations, in combination with Plaisted's shiftedpairing technique [116] is:� The minimal known undecidable fragment of SREU (see Theorem 3.3).A useful tool in proving that result, is the Train Theorem (Theorem 3.1).We believe that the Train Theorem is of independent interest.The Herbrand Skeleton problem of �xed multiplicity m, or the m-Skele-ton problem, is of fundamental importance in automated theorem provingmethods based on the Herbrand theorem. The m-Skeleton problem wasproved undecidable by Voda and Komara [151] by a very complicated argu-ment, shortly after the result of Degtyarev and Voronkov [34]. Contrary totheir claim [151], we show that the undecidability of the m-Skeleton prob-lem follows directly from the undecidability of SREU. Moreover, by usingTheorem 3.3 we are able to identify:� The minimal known fragment of classical logic for which the m-Skele-ton problem is undecidable, for any given m (see Corollary 4.3).The main tools that we use to get this this result are the notion of guard-edness of Horn formulas and the Partisan Corroboration Theorem (Theo-rem 4.1). We believe that the Partisan Corroboration Theorem is of inde-pendent interest in logic.



100 ConclusionAfter it had become clear that SREU is undecidable with two variables, wesoon realized that SREU with one variable is decidable and reduces to theintersection non-emptiness problem of �nite tree automata. The complexityof the latter problem was unclear and had to be proven �rst. As it turnedout, the computational complexity results of the basic decision problemsof �nite tree automata in general, have not been properly addressed in theliterature and we did a limited survey on that subject [149]. This survey issummarized in Table 5.1. We formally proved that:� The intersection non-emptiness problem of �nite tree automata isEXPTIME-complete (see Theorem 5.2).� The non-emptiness problem is P-complete (see Theorem 5.1).We also drew some general conclusions relating complexity results of clas-sical �nite automata to the corresponding results of �nite tree automata.In particular, it seems that if a decision problem for (deterministic) �niteautomata is complete for a certain space complexity class then the samedecision problem for (deterministic) �nite tree automata is complete for thecorresponding alternating space complexity class, but alternating space isprecisely deterministic time, only one exponential higher [17].Using the above complexity results we were then able to prove that:� SREU with one variable is EXPTIME-complete (see Theorem 6.4).� SREU with one variable and a constant bound on the number of rigidequations is P-complete (see Theorem 6.5).Hence, the intractability of SREU with one variable is strongly related tothe number of rigid equations. In addition, by using a result of Dauchetand Tison [26], we were able to extend the decidability result of SREU withone variable in a non-trivial way: (see Theorem 6.9)� SREU is decidable if restricted to rigid equations E 8̀ e such that{ E 8̀ e contains at most one variable, or{ E is ground and e has the form x � y for two variables x and y.Finally, using the undecidability result of SREU with two variables and thedecidability result of SREU with one variable, combined with techniquesdeveloped in Degtyarev and Voronkov [35] and Voronkov [156], we got anew result in intuitionistic logic with equality:� A complete classi�cation of the prenex fragment of intuitionistic logicwith equality, in terms of the quanti�er pre�x:



8.2. Current Status of SREU 101{ The 99-fragment is undecidable (see Theorem 7.2).{ The 8�98�-fragment is decidable and EXPTIME-hard (see The-orem 7.3).We show also, improving a result in Voronkov [155], that the skeleton in-stantiation problem in the context of proof search in intuitionistic logicwith equality is already undecidable for some �xed skeleton. In fact, such askeleton is illustrated in Figure 7.3.8.2 CURRENT STATUS OF SREULet us brie
y summarize the current status of SREU and the results thathave been proven about it. The �rst decidability proof of rigid E-uni�cationis given in Gallier, Narendran, Plaisted and Snyder [56]. Recently a simplerproof, without computational complexity considerations, has been given byde Kogel [27, 28]. Rigid E-uni�cation is studied also in Choi [19]. We startwith the solved cases:� Rigid E-uni�cation with ground left-hand side is NP-complete [91].Rigid E-uni�cation in general is NP-complete and there exist �nitecomplete sets of uni�ers [52, 56].� Rigid E-uni�cation with one variable is P-complete [29] (see Theo-rem 6.2). Or, more generally, SREU with one variable and a boundednumber of rigid equations is P-complete [29] (see Theorem 6.5).� If all function symbols have arity � 1 (the monadic case) then it fol-lows that SREU is PSPACE-hard [66]. If only one unary functionsymbol is allowed then the problem is decidable [31, 32]. If only con-stants are allowed then the problem is NP-complete [32] if there areat least two constants.� About the monadic case it is known that if there are more than 1 unaryfunction symbols then SREU is decidable i� it is decidable with just2 unary function symbols [32].� If the left-hand sides are ground then the monadic case is decid-able [73]. Monadic SREU with one variable is PSPACE-complete [73](see Theorem 6.7).� The word equation solving [96] (i.e., uni�cation under associativity),which is an extremely hard problem with no interesting known com-putational complexity bounds, can be reduced to monadic SREU [31].� Monadic SREU is equivalent to a non-trivial extension of word equa-tions [73].



102 Conclusion� Monadic SREU is equivalent to the decidability problem of the prenexfragment of intuitionistic logic with equality with function symbols ofarity � 1 [35].� In general SREU is undecidable [34]. Moreover, SREU is undecidableunder the following restrictions:{ The left-hand sides of the rigid equations are ground [116].{ Furthermore, there are only two variables [147, 148, 150] andthree rigid equations with �xed ground left-hand sides [72] (seeTheorem 3.4).� SREU with one variable is decidable, in fact EXPTIME-complete [29](see Theorem 6.4). Moreover, united one variable SREU, i.e., SREUrestricted to rigid equations that either contain one variable, or havea ground left-hand side and a right-hand side that is a simple equalitybetween two variables, is decidable (see Theorem 6.9).Note also that SREU is decidable when there are no variables, since eachrigid equation can be decided for example by using any congruence closurealgorithm or ground term rewriting technique. Actually, the problem isthen P-complete because the uniform word problem for ground equations isP-complete [89]. The unsolved cases are:? Decidability of monadic SREU [73].? Decidability of SREU with two rigid equations.Both problems are highly non-trivial.8.3 FUTURE WORKThere are several directions for future work and open problems that needto be solved. We can divide these problems into three categories:1. Classi�cation of unsolved fragments of SREU.2. Investigation of the f -Skeleton problem.3. Algorithms for SREU.The �rst item is directly related to the corresponding questions about frag-ments of intuitionistic logic with equality. We now address each of the itemsand discuss some possible ways to approach them.



8.3. Future Work 103Unsolved FragmentsOne concern of the thesis is to classify fragments of SREU into either de-cidable or undecidable ones. In that respect there are two unsolved cases:1. Decidability of monadic SREU [73]. This is equivalent to the de-cidability of the prenex fragment of intuitionistic logic with equalityrestricted to function symbols of arity � 1.2. Decidability of SREU with two rigid equations.If we adopt a more precise notion of classi�cation (that is standard in thecontext of classical logic [13]), we can note that the following case is un-solved.3. Decidability of the 9�-fragment of intuitionistic logic with equalitywithout constants.It should be emphasized that the question of the decidability of monadicSREU is equivalent to the question of the decidability of SREU with just twounary function symbols or SREU2 [32]. It is shown in Degtyarev, Matiya-sevich and Voronkov [31, 32] that the famous word equation problem, alsoknown as uni�cation under associativity has a simple reduction to SREU2.The word equation problem is a hard combinatorial problem that was provendecidable by Makanin in 1977 [96]. There are no known interesting upperbounds of the computational complexity of the word equation problem; thecomplexity of Makanin's algorithm has several exponents [87]. It is knownonly that the problem is NP-hard [8]. Hence, if SREU2 is decidable thenthere is probably no simple proof of that. One approach to prove the de-cidability is to try to generalize the decidability proof of the case with oneunary function symbol [31, 32].The decidability of SREU with two rigid equations is less important, butintriguing. One might try to prove its undecidability by using some ideasfrom Schubert [130].There is of course always the question, whether there are some other syn-tactical criteria, such as the united one variable property, that guaranteedecidability. Answers to such questions might be found by studying therelationships between SREU and automata theoretic extensions of tree au-tomata, such as tree pushdown automata, and the decision problems of thelatter [20, 62, 126, 129]. We believe that the study of such relationshipsis important also in the context of developing decision algorithms for frag-ments of SREU.



104 ConclusionThe f-Skeleton PoblemThe undecidability of the m-Skeleton problem that arises in Step II of theprincipal procedure of rigid variable methods, indicates the inadequacy ofthe formulation of the problem. More \intelligent" strategies are neededfor choosing multiplicity and increasing it at Step II. In Voronkov [157], theresults of Chapter 4 are used to show that such strategies cannot in generalbe formula-independent, and the following open problem is posed:Does there exist an increasing strategy for multiplicity, for whichStep II is decidable?Algorithms for SREUThe topic that has not been treated in the thesis is the study of semi-decisionprocedures for SREU, or decision procedures for fragments of SREU, e.g., inthe context of theorem proving. In general of course, SREU is undecidableand thus does not have a decision procedure.In Classical Logic The original refutation procedure for classical logic withequality using SREU, given in Gallier et al [57], is based on the assumptionthat solutions to a system of rigid equations can be found by combiningminimal solutions for the individual rigid equations, which cannot work ingeneral. However, this does not automatically imply incompleteness of therefutation procedure they propose. (It may be the case that if a formula hasan m-corroborator then their procedure eventually �nds an n-corroboratorfor some n > m, although it fails to �nd an m-corroborator.) There are anumber of publications on the use of SREU in automated reasoning, e.g.,the papers [4, 5, 6, 7, 52, 53, 56, 58, 66, 115], some of the results are basedon the conjecture that SREU is decidable.Degtyarev and Voronkov [41, 39] present a calculus BPE for solving non-simultaneous rigid E-uni�cation that is based on \rigid" basic superpositionand is an adaption of basic superposition of Bachmair [3], Nieuwenhuis andRubio [106], to \rigid" variables. Their formalization of rigid basic super-position is close to the one in Nieuwenhuis and Rubio [107]. The calculusBPE is incomplete for solving rigid E-uni�cation in general, but can beused in tableau-based methods to get a complete calculus for classical logicwith equality [41, 39]. (See Schumann [131] for a survey of implementationsof tableau-based theorem provers.) It should be investigated if a calculussimilar to BPE can be designed for SREU.In Intuitionistic Logic In intuitionistic logic with equality, SREU is un-avoidable [155, 156]; we address this fact brie
y in Chapter 7. This explainswhy there have been so few attempts to handle equality in theorem proving



105in intuitionistic logic. Tammet [142] has implemented a resolution basedtheorem prover for intuitionistic logic and has plans to include equalitythere. A non-standard formalization of equality is used in Sahlin, Franz�enand Haridi [125]. It is noted in Degtyarev and Voronkov [40] that the samesituation arises in other non-classical logics with equality, such as certainmodal logics with equality. It is clear that, in order to handle equality inintuitionistic logic and other non-classical logics with a semantics based onKripke semantics, it is necessary to handle SREU. Currently there are noreasonable semi-decision procedures for SREU, except for ones based onstraightforward enumeration [115].Other Applications Due to the simple reduction from second-order uni�-cation to SREU [33, 38], a reasonable semi-decision procedure for SREUmight also give new insights into how to deal with the former problem. Ifmonadic SREU is decidable then some algorithm for it may shed some lighton the complexity of the word equation problem.
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