
PROCESSING UNCERTAINTY QUERIES IN DATABASE MANAGEMENT SYSTEMS
Kaushik ChakrabartiSharad MehrotraMi
hael OrtegaKriengkrai PorkaewDepartment of Computer S
ien
eUniversity of Illinois at Urbana-Champaign1301 W. Spring�eld Ave.Urbana, IL, 61801

Robert WinklerU.S. Army Resear
h Laboratory2800 Power Mill RoadAdelphi, MD, 20783-1197

ABSTRACTEmerging appli
ations, in
luding many military appli-
ations, require expli
it me
hanisms to represent andpro
ess un
ertainty in queries and in the data stored indatabases. Most 
urrent approa
hes to supporting un-
ertainty in queries layer a reasoning 
omponent ontop of existing relational database management systems(DBMSs) whi
h resolves the un
ertainty in queries out-side of the DBMS. While the layered approa
h is attra
-tive due to its simpli
ity and sin
e it requires minimalextensions to existing DBMS te
hnology, it has somefundamental short
omings whi
h limit its usefulness toonly simplisti
 appli
ations. This paper proposes an ex-tended relational model together with a suitably extendedrelational algebra as an alternative me
hanism to in-
orporating un
ertainty in queries. In 
ontrast to thelayered approa
h, the proposed model allows un
ertaintyto permeate database pro
essing over
oming many of itslimitations. The paper identi�es 
hallenging resear
h is-sues that we are 
urrently addressing in developing theproposed framework.INTRODUCTIONEmerging appli
ations pose an in
reasing demand ondatabase management systems (DBMSs) to store andpro
ess impre
ise information alongside pre
ise and stru
-tured information traditionally stored in databases. Su
happli
ations require many important extensions to ex-isting DBMS te
hnologies in
luding:�Prepared through 
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� me
hanisms to represent un
ertainty in stored data.� extensions to DBMS query languages to support un-
ertain queries.� te
hniques for intera
tive query formulation and re-�nement tools to enable users in helping the systeminterpret their information needs.� me
hanisms to pro
ess un
ertain queries.To motivate the required extensions, we draw on ex-amples from two appli
ation domains that may bene�tfrom in
orporating un
ertainty in databases: (1) mul-timedia databases in whi
h multimedia information isrepresented and retrieved based on its 
ontent, and (2)spatio-temporal database that tra
ks and stores infor-mation about moving obje
ts in a battle�eld.Un
ertainty in Stored Data: un
ertainty in datamay arise due to a variety of reasons from multiple dif-ferent sour
es. For example, in an image DBMS, an im-age is represented as a 
olle
tion of visual features (e.g.,
olor histogram representing 
olor feature, keywords de-s
ribing the image, representation of shapes of obje
tsin the image, et
.). These features taken together forman impre
ise representation of the image 
ontent. In aspatio-temporal battle�eld database, the lo
ation of anobje
t may be un
ertain due to the limited pre
ision ofthe sensor tra
king the obje
t and the temporal laten
ybetween su

essive readings.Me
hanisms to represent un
ertainty in stored data havere
eived mu
h resear
h attention both in spe
ialized
ontexts (e.g., geospatial data [GG89℄, spatio-temporaldata [WCD+98℄) and in the general 
ontext [Mot95℄.Un
ertainty in Queries: Traditionally, DBMSs sup-port only spe
i�
 queries that return data mat
hingthe query pre
isely. Examples in
lude a query q \re-turn all obje
ts in a given spatial lo
ation at a spe
i�
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time t". If an obje
t o was at the given lo
ation at thespe
i�ed time, o quali�es as an answer . Otherwise, itdoes not. The result RESq of q is the unordered setof all qualifying obje
ts In 
ontrast to spe
i�
 queries,in un
ertain queries users are also interested in datasimilar to or 
lose to the target. The result is a rankedset of answers, where the ranking estimates the degreeof mat
h or 
loseness of the answer to the query. Ingeneral, the model used for ranking, referred to as theretrieval model, depends upon the spe
i�
 appli
ationand/or user posing the query. The retrieval model de-termines the interpretation of the relevan
e value asso-
iated with the answer.Similar to the des
riptional un
ertainty in stored data,un
ertain queries may arise due to a variety of reasons.For example, the user may la
k the 
apability or �ndit 
umbersome to express his/her information need asa pre
ise query over the stored data. For example, in amultimedia DBMS, a user may wish to visualize imagesthat depi
t a \sunset" or images that are similar to agiven set of input images. Even though the user hasa pre
ise information need, he/she is unable to spe
ifythe query using the low-level features (e.g., 
olor, tex-ture, textual annotations) that are used to model theimages in the database. This may be due to a la
k ofsemanti
ally powerful enough features to fully 
apturethe user's intent, or alternatively, the low-level featuresprovide too 
umbersome an interfa
e to be used dire
tlyin expressing the query.Un
ertain queries may also arise in the spatio-temporalmilitary appli
ation. For example, a user may be inter-ested in the query \Retrieve all obje
ts to the north ofand 
lose to the obje
t O". In this query, the predi
atesNorthOf and CloseTo are impre
ise predi
ates i.e. itis not possible to state deterministi
ally whether an ob-je
t is north of O or 
lose to O. For example, even anobje
t very far from O may be per
eived as 
lose bythe user if there are no obje
ts 
loser to O. Thereforefor su
h queries, it is not possible to deterministi
allyseparate the qualifying obje
ts from the non-qualifyingones. However, it is possible to state whether an ob-je
t is more northwards to O or 
loser to O 
omparedto another one. Another, more 
omplex example maybe: Retrieve all enemy tank units that will be 
losing orindire
tly 
losing to friendly tanks or 
ommand 
entersover the next hour. In the above query, 
losing, and in-dire
tly 
losing are impre
ise spatio-temporal predi
atesde�ned over lower-level properties of obje
ts (e.g., dis-tan
e between obje
ts and their relative dire
tions atvarious points of time). For example, Closing builds onDistan
e only, but Indire
tly Closing relies on Distan
e

and Dire
tion, where Distan
e, and Dire
tion, as dis-
ussed earlier, may themselves be impre
ise 
on
epts.In general, impre
ise predi
ates may form a hierar
hy.Query Formulation and Re�nement: DBMSs 
a-pable of handling un
ertain queries must be 
ombinedwith automated and/or human assisted reasoning me
h-anisms that enable the system to learn the interpreta-tion of 
loseness or mat
h between an obje
t and thequery thereby resolving the un
ertainty. Without su
ha me
hanism, the user will be for
ed to retry spe
i�
queries repeatedly with minor modi�
ations until theirinformation needs are satis�ed. For example, in the im-age database appli
ation, an intera
tive relevan
e feed-ba
kme
hanism may be used to map the high-level sim-ilarity query to a representation based on the lower-levelfeatures stored in the database [PM97℄. Similar te
h-niques 
an also be developed to learn the user's inter-pretation of the impre
ise spatio-temporal predi
ates inthe spatio-temporal database 
ontext. Whether queryre�nement is automati
ally a
hieved via a reasoningsystem, or is human assisted , the underlying DBMSmust be 
apable of supporting the re�nement pro
ess.Pro
essing Un
ertain Queries: Given an un
ertainquery and a retrieval model, the DBMS must retrievea set of mat
hing obje
ts along with their degree ofmat
h. Sin
e the query writer is more interested in anobje
t with higher relevan
e to the query than one withlower relevan
e, it is more logi
al to return the answersin the order of their relevan
e i.e. return a ranked listof obje
ts instead of an unordered set of obje
ts (as ina traditional DBMS) where the ranking is based on itsrelevan
e to the query. For example, in the query \Re-trieve all obje
ts to the north of and 
lose to the obje
tO", the query writer expe
ts the answers to be rankedbased on their northness and 
loseness to O i.e. an ob-je
t that is more northwards and 
loser to O shouldbe ranked before an obje
t less northwards and fartherfrom O.) Note that a ranked list is a generalization of anunordered set sin
e a set is a ranked list with elementsin the set having absolute relevan
e (100% relevan
e)and elements not in the set having no relevan
e (0%relevan
e).Most existing approa
hes to support un
ertain queriesin DBMSs layer a wrapper built as an appli
ation ontop of existing DBMS whi
h estimates the relevan
e ofthe answer to the user's information need. Su
h an ap-proa
h is fa
ilitated by the emerging obje
t relationalte
hnology whi
h allows for appli
ation writers to de�nenew data types and intermix user-de�ned fun
tions indatabase queries. In su
h an implementation, the user-
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de�ned fun
tions implement the impre
ise operations(e.g., mat
h between images, pre
ision of moving ob-je
ts) and asso
iate a measure of pre
ision with ea
hobje
t retrieved. The set of retrieved obje
ts are thenranked outside of the database system by the reasoning
omponent based on the appli
ation-spe
i�
 
riterion.Done in this way, impre
ision in the pro
essing does notpermeate database query pro
essing. Existing databasemodels and query languages, based on pro
essing 
risppre
ise information, suÆ
e for this task.Although simple to implement, there are three majorshort
omings with the layered approa
h whi
h limitsits usefulness to only simplisti
 appli
ations. First, su
han approa
h needs to map the impre
ise queries (i.e.queries with impre
ise predi
ates e.g, CloseTo, NorthOf)to pre
ise queries (e.g., spatial range queries) that 
anbe exe
uted on an existing DBMS. It may not be alwaysfeasible to express impre
ise queries in a pre
ise querylanguage. For example, 
onsider an image retrieval sys-tem where a 
ommon query might be: \retrieve the10 images that are most similar to the given image".Sin
e the image similarity depends on so many fea-tures and ea
h feature is usually a very high dimensionalve
tor with an arbitrary distan
e metri
 [ORC+97℄, itis not feasible to express the above query as a rangequery. Se
ond, sin
e reasoning is performed outside thedatabase query pro
essing, the layered approa
h maysu�er from signi�
ant performan
e overhead sin
e theDBMS may generate a very large number of answerswhi
h are then post-pro
essed (ranked) by the wrap-per. Also, sin
e the user might only be interested inthe best few mat
hes, a large portion of the pro
ess-ing performed by the DBMS to answer the query maybe wasted. This 
ould have been avoided if the impre-
ise reasoning were intermixed more tightly with thedatabase pro
essing. Finally, as mentioned previously,an important aspe
t of a system handling un
ertainqueries is the ability to support query re�nement inwhi
h the system is able to re
eive user feedba
k onthe answers returned and to re�ne the query based onthe feedba
k. The re�ned query is then exe
uted againand a re�ned set of answers is returned. The pro
essis iterated until the returned answer set 
onverges tothe desired answer set. In the layered approa
h, sin
ethe DBMS generates the entire answer set at ea
h it-eration, in
orporating query re�nement e�e
tively andeÆ
iently is not easy.Proposed Approa
h:Motivated by the above, in thispaper we propose an extended relational database modelin whi
h relations, instead of being interpreted as anunordered set of tuples, are interpreted as ranked lists

based on a ranking expression (RE). Asso
iated withea
h tuple in the relation is a belief value whi
h de-termines the ranking of the tuple in the relation. Thebelief value represents the degree to whi
h the tuplesatis�es the RE asso
iated with the relation. Relationaloperators (e.g., proje
tion, sele
tion, join, et
.) are ap-propriately extended to take ranked lists as inputs andgenerate a ranked list whose RE depends upon the REsasso
iated with the input relations as well as the oper-ation performed.Done in this fashion, un
ertainty permeates the databasequery pro
essing as opposed to only the modeling. Im-pre
ision is taken advantage of to 
ompute answers inde
reasing order of relevan
e to the user. In addition,the list of answers 
an be stopped before it is 
omplete ifthe user deems all relevant obje
ts have been retrievedalready, thus saving 
omputation time. In [ORC+97℄,we have shown how a subset of the required operations
an be eÆ
iently 
omputed over ranked lists.The remainder of the paper is developed as follows. Inthe following se
tion, we brie
y survey the proposedextension to the relational model to support un
ertainqueries and dis
uss how query re�nement 
an be in
or-porated in the model. The following se
tion dis
ussesnumerous resear
h issues whi
h we are 
urrently ad-dressing in developing the proposed framework.EXTENDED RELATIONAL MODELTo provide a framework to support un
ertain queries,we propose an extended relational model and query lan-guage in whi
h relations, instead of being interpretedas unordered sets of tuples, are instead interpreted asranked lists based on a ranking expression (RE). Asso-
iated with ea
h tuple in the relation is a belief valuewhi
h determines the ranking of the tuple in the rela-tion. The belief value represents the degree to whi
h thetuple satis�es the RE asso
iated with the relation. Re-lational operators (e.g., proje
tion, sele
tion, join, et
.)are appropriately extended to take ranked lists as inputand to generate a ranked list whose RE depends uponthe REs asso
iated with the input relations as well asthe operation performed. For example, in the query Q\Retrieve all obje
ts to the north of and 
lose to theobje
t O", the result set is ranked based on the predi-
ates NorthOf(O) and CloseTo(O), its RE being theboolean expression NorthOf(O) ^ CloseTo(O).Extending the semanti
s of relations to ranked lists pro-vides a powerful framework to in
orporate un
ertainqueries in a DBMSs. First, the model does not make anyassumptions about the me
hanism used to resolve the3



un
ertain predi
ates (that is, to rank obje
ts based onthe individual predi
ates). Any appli
ation-dependentretrieval model 
an be used to determine the interpre-tation of the relevan
e values. Furthermore, di�erentimpre
ise predi
ates in the same query 
an be resolvedusing di�erent models. As long as the me
hanism re-sults in a ranked list of answers, it 
an be in
orporatedinto the framework. Se
ond, the model only spe
i�esthat ea
h RE have the syntax of a boolean expression.The model does not spe
ify how to interpret these ex-pressions in order to generate belief values based onwhi
h the answers 
an be ranked. For example, the RE
an be interpreted as an expression in fuzzy logi
. Sim-ilarly, a probabilisti
 interpretation of REs 
an also beused. This allows for a powerful extensible frameworkfor supporting un
ertain queries.In the following subse
tion, we �rst present a relationalalgebra that de�nes the semanti
s of the relational op-erators on ranked lists. Subsequently, we dis
uss howquery re�nement te
hniques 
an be integrated into theextended relational model. Finally, we propose an ex-tension to SQL to support a \RANK BY" 
lause insele
t-from-where queries to be able to express un
er-tain queries. Sin
e this extension is synta
ti
 ratherthan semanti
, it is equally appli
able to the layeredapproa
h for un
ertain query pro
essing.Relational Algebra for Ranked Lists. Traditionalrelational algebra de�nes the semanti
s of the relationaloperators on sets of tuples. For example, relational al-gebra de�nes the meaning of the join operation betweentwo relations (i.e. sets). We need to de�ne the semanti
sof relational operators when the operands are rankedlists instead of sets. Sin
e relations or sets in traditionalrelational algebra 
an be 
onsidered as a spe
ial 
ase ofranked lists, su
h an algebra is a generalization of tradi-tional relational algebra i.e. it provides the same seman-ti
s as traditional relational algebra when all attributesand queries are pre
ise. In this se
tion, we present arelational algebra for ranked lists.We de�ne a boolean expression asso
iated with anyranked list L. We refer to it as the rank expression(RE) of L. A ranked list L with RE R is denoted byLR. The RE de�nes the semanti
s of relational op-erators over ranked lists. Intuitively, the RE R of aranked list L is the boolean expression of the predi-
ates based on whi
h L is ranked. For example, for thequery Q, the result set is ranked based on the predi-
ates NorthOf(O) and CloseTo(O), its RE being theboolean expression NorthOf(O)^CloseTo(O). The in-terpretation of the boolean operators in the RE depends

on the inferen
e model used. For example, the meaningof ^ in the above RE depends on the inferen
e model.The resulting ranked list Lres is generated from the in-dividual ranked lists L1 and L2 ranked individually bythe predi
ates NorthOf(O) and CloseTo(O) respe
-tively depending on the operator 
onne
ting them inthe RE (in this 
ase, ^) and its interpretation by theinferen
e model. For example, in the fuzzy model, therelevan
e of any obje
t in Lres is the minimum of therelevan
e of the obje
t in L1 and L2 whereas in theprobabilisti
 model, assuming the presen
e of the ob-je
t in L1 and L2 as independent events, the relevan
eof the obje
t in Lres is the produ
t of its relevan
es inL1 and L2. Sin
e the ranking of Lres is based on the rel-evan
es, the ranking of Lres depends on the inferen
emodel. The RE thus de�nes the semanti
s of the re-lational operators whi
h is interpreted by the retrievalmodel.To develop the relational algebra over ranked lists, wede�ne the REs of ranked lists produ
ed by ea
h rela-tional operator. Note that a 
risp predi
ate 
an neverappear in an RE sin
e a 
risp predi
ate is only used to�lter data items but not to rank them. Due to spa
elimitations, we present the REs 
orresponding to onlythe sele
t operation in this paper.Sele
tion Operation. Sele
tions are based on pred-i
ates. A predi
ate may either be 
risp i.e. involvinga 
risp attribute (like height > 500) or non-
risp (likeposition of obje
t NorthOf position of given obje
t). Ifp is a predi
ate, ap denotes the attribute of the predi-
ate p. For 
on
iseness of representation, we representthe RE as a boolean expression of the attributes as-so
iated with the predi
ates instead of the predi
atesthemselves. If p and q are two predi
ates, the followingare also valid sele
tion predi
ates:� Disjun
tion of p and q: p _ q� Conjun
tion of p and q: p ^ q� Negation of p: :pWhen predi
ates are not 
risp, not all possible 
om-binations generated by disjun
tions, 
onjun
tions andnegations make intuitive sense. For example, sele
tionsare usually never based on unguarded negations �:q ornegation in the disjun
tion �p_:q, where q is a non-
risppredi
ate.� Simple 
risp predi
ate: Crisp predi
ates do not a�e
tranking. If p is a 
risp predi
ate, �p(LR)! LR.� Simple non-
risp predi
ate: A non-
risp predi
ate pa�e
ts the ranking. If the list was ranked based on
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R before the sele
tion, the list will be ranked basedon both R and p after the sele
tion. So �p(LR) !LfR^apg.� Conjun
tion of 
risp predi
ates: Sin
e 
onjun
tionsof 
risp predi
ates are also 
risp predi
ates and 
risppredi
ates do not a�e
t the ranking, �p^q(LR)! LRwhere p and q are 
risp predi
ates. Similarly, disjun
-tion and negation of 
risp predi
ates do not 
hangethe ranking expression.� Conjun
tion of 
risp and non-
risp predi
ates: Onlythe non-
risp attributes a�e
t the ranking. Sin
e thepredi
ate is a 
onjun
tion, the items in the retrievedset are ranked based on its original ranking 
riterionas well as q where p and q are the 
risp and non-
risppredi
ates respe
tively. So �p^q(LR)! LfR^aqg.� Disjun
tion of 
risp and non-
risp predi
ates: An item
an appear in the answer set be
ause it satis�es eitherthe 
risp predi
ate or the non-
risp predi
ate or both.If p and q are the 
risp and non-
risp predi
ates re-spe
tively, an item in the retrieved set is ranked basedon either the original ranking 
riterion only (if theitem satis�es p) or on both the original 
riterion andq (if the item does not satisfy p). So �p_q(LR) !LfR_(R^aq)g �.� Conjun
tion of 
risp and non-
risp predi
ates withnegation: If the 
risp predi
ate p appears in negativeform, the ranking is based on the original ranking 
ri-terion and the non-
risp predi
ate q. So �:p^q(LR)!LfR^aqg. If the non-
risp attribute q appears in nega-tive form, the ranking is based on the original 
riterionand the inverse of the ranking produ
ed by predi
ateq. So �p^:q(LR)! LfR^:aqg.� Conjun
tion of non-
risp predi
ates: In this 
ase, the�nal ranking is based on the original ranking and bothnon-
risp predi
ates. If p and q are the predi
ates,�p^q(LR)! LfR^ap^aqg.� Conjun
tion of non-
risp predi
ates with negation: Ifp and q are the predi
ates and q appears with a nega-tion, the �nal ranking is based on the original rank-ing, the ranking produ
ed by p and the inverse of theranking produ
ed by q. So �p^:q(LR)! LfR^ap^:aqg.� Disjun
tion of non-
risp predi
ates: An item 
an ap-pear in the answer set be
ause it satis�es either of thetwo predi
ates or both. If p and q are the two pred-i
ates, an item in the retrieved set is ranked basedon either the original ranking 
riterion and rankingprodu
ed by p (if the item satis�es p more than itsatis�es q) or the original ranking 
riterion and theranking produ
ed by q (if the item satis�es q more�Noti
e that we do not simplify the expression fR _ (R ^ aq)g toR, even though in pure boolean logi
 they are equivalent, sin
e, de-pending on the inferen
e model used, the two expressions might not beequivalent

than it satis�es p). So �p_q(LR)! Lf(R^ap)_(R^aq)g.In
orporating Query Re�nement. In DBMSs sup-porting impre
ise queries, it may not be possible for asystem to retrieve the desired set of answers in the �rstattempt. The reason is that an impre
ise predi
ate maybe a 
ombination of several sub predi
ates, the relativeemphasis among whi
h may vary from user to user. Dif-ferent degrees of emphasis on di�erent sub predi
atesprodu
es di�erent answers. Query re�nement is a te
h-nique to learn the relative emphasis among the varioussub predi
ates from user feedba
k and to appropriatelyreformulate the query to obtain a re�ned set of answersthat better satis�es the user's information need.Re�nement of impre
ise queries has primarily been stud-ied in spe
ialized 
ontexts. For example, in informa-tion retrieval literature, where textual do
uments arestored based on keywords they 
ontain, extensive workhas been done on using relevan
e feedba
k me
hanismto map a user's information need to a keyword basedrepresentation [SFV83℄. Further, we have adapted therelevan
e feedba
k me
hanism to map high-level sim-ilarity queries to feature-based representations in im-age databases [RHMO97b, RHMO97a℄. In ea
h of theseme
hanisms, importan
e of a feature/
omponent is mod-eled using weights where a higher weight 
orrespondsto higher importan
e. Relevan
e of an obje
t to thequery is estimated as a weighed 
ombination of similar-ity values based on low-level features. Query re�nementis a
hieved by adjusting the weights based on user feed-ba
k. Re
ently, we have generalized the relevan
e feed-ba
k me
hanism to arbitrary hierar
hies, where a fea-ture may itself be 
omposed of lower level features [PM97℄.Weighted summation of similarity based on ea
h 
om-ponent features is used to estimate the similarity basedon a higher level feature. A single pro
ess of feedba
kis used to update the weights at ea
h level of the hier-ar
hy.The approa
h proposed in [PM97℄, 
an be generalizedin a straightforward way for query re�nement in re-lational algebra queries over ranked lists. Consider aquery tree for a given relational algebra expression. As-so
iated with ea
h internal node is a ve
tor of weights,one for ea
h 
hild of the node, signifying the impor-tan
e of the 
hild node in determining the relevan
eof a qualifying answer. Weights 
an be in
orporated inthe retrieval model to evaluate the ranking of an an-swer based on the RE asso
iated with a node. Weightupdate pro
ess 
an then be used to re�ne the un
ertainquery based on user feedba
k.
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Expressing \RANK BY" queries in SQL. Onealternative to express \rank by" queries in SQL is tokeep it impli
it i.e. query writers 
an freely intermix
risp predi
ates with impre
ise ones and the RE 
or-responding to a query is impli
itly generated by theDBMS from the query statement. This approa
h doesnot require any extension of the SQL syntax as im-pre
ise predi
ates 
an be stated in the WHERE 
lausealong with pre
ise predi
ates. The other approa
h is toexpress \rank by" queries expli
itly by extending theSQL syntax by a RANK BY 
lause. The query writerexpli
itly spe
i�es the ranking 
riteria in the RANK BY
lause while all the 
risp predi
ates are stated in theWHERE 
lause. While the impli
it approa
h is moregeneral as it does not 
onstrain how \rank by" pred-i
ates are intermixed with the 
risp ones, it also rep-resents a more severe departure from SQL semanti
s.Furthermore, it 
ompli
ates the interpretation and im-plementation of 
onditional operators (i.e.,AND, OR,and NOT), aggregation operations and nested querieswhi
h form the basi
 building blo
ks of SQL queries.For this reason, we develop an expli
it approa
h to ex-pressing un
ertain queries in SQL.Consider the query Q0: \retrieve all obje
ts to the northof and 
lose to a given obje
t O and lo
ated at the sameheight as O1. In the expli
it approa
h, the query 
an beexpressed as:SELECT *FROM obje
ts AS OWHERE O.height = O1.heightRANKED BY O NorthOf O1 AND O CloseTo O1The RANK-BY 
lause should not be 
onfused for ORDER-BY. The primary di�eren
e is that while the ORDERBY 
lause is pro
edural i.e., it spe
i�es the attributes orfun
tions de�ned on the attributes a

ording to whi
hthe set of answers produ
ed by the query is to be sortedas the �nal step before returning the answers, the RANKBY 
lause is de
larative, just like the WHERE 
lause.Unlike the ORDER BY 
lause, the RANK BY 
lauseis not used for post-pro
essing the results returned bythe query. Instead, the evaluation of the predi
ates inthe RANK BY 
lause are intermixed with the predi-
ates in the WHERE 
lause so as to optimize the queryevaluation plan. Another di�eren
e is that while theparameters in the ORDER-BY 
lause is a list of at-tributes (or fun
tions applied to attributes), parameterto the RANK-BY 
lause 
an be any boolean predi
atewhi
h is interpreted based on the retrieval model. Fi-nally, while the ORDER BY 
lause is either not per-mitted (or is ignored) in nested sub queries in SQL,the RANK BY 
lause 
an appear in nested sub queriesjust like the WHERE 
lause. The RANK BY 
lause


an also appear in 
orrelated queries i.e. a predi
ate inthe RANK BY 
lause of the nested query 
an referen
esome attribute of a relation de
lared in the outer query.RESEARCH ISSUESA number of resear
h issued need to addressed in de-veloping the model proposed in this paper as a frame-work to support un
ertain queries. These issues 
anbe broadly 
lassi�ed into two 
ategories whi
h 
orre-spond to the semanti
s of the proposed framework forun
ertain queries and to its eÆ
ient implementation.Relational operators over ranked lists dis
ussed in thepaper provide the basis for de�ning the semanti
s ofthe framework. The work needs to be extended to a
-
ount for impre
ise aggregations and also needs to bere
on
iled to handle impre
ision in data. Several modelsfor representing un
ertainty in data both in spe
ialized
ontext (e.g., spatio-temporal data) as well as in generalhave been proposed in the past [Mot95℄. We need to in-tegrate these te
hniques for handling impre
ise informa-tion within the framework for un
ertain queries. A fur-ther resear
h topi
 is to study spe
ialized weight updateapproa
hes to query re�nement for queries supportingimpre
ise spatio-temporal predi
ates. These approa
hes
an then be integrated into the generalized relevan
efeedba
k me
hanism proposed in the paper. Anotherimportant dire
tion of resear
h is to identify ne
essaryand suÆ
ient 
onditions that weight update algorithmsmust satisfy for 
onvergen
e of relevan
e feedba
k pro-
ess.One of the primary advantages of the framework forun
ertain pro
essing proposed in this paper over thelayered approa
h is that it is mu
h more amenable tooptimization and improved performan
e. However, be-fore we 
an validate the 
laim, resear
h must be doneon extending the indexing and query optimization te
h-nology to support ranked lists.The requirements of index management in the proposedsystem is di�erent from that in traditional DBMSs. The\rank by" predi
ates are de�ned over usually 
omplexattributes (non-1NF) i.e. attributes that 
annot be in-dexed by a simple B-tree (e.g., high dimensional featureve
tors as in multimedia appli
ations). Data stru
turesthat 
an index su
h 
omplex attributes needs to devel-oped. Also, di�erent attributes have di�erent notionsof similarity (or distan
e). Sin
e the aim of an indexstru
ture is to 
luster together the obje
ts with similarvalues of the attribute being indexed, new index stru
-tures need to developed for every di�erent similaritymeasure used. A template-based indexing me
hanismthat 
an be easily 
on�gured for arbitrary similarity6



fun
tions needs to be developed. Furthermore, the in-dex stru
ture must support \ranked sear
h" or \k near-est neighbor sear
h". Thus, a sele
tion based on a \rankby" predi
ate 
an be exe
uted on the index stru
tureto generate a ranked list. Finally, before su
h index-ing me
hansims are integrated as a

ess methods intoa DBMS, eÆ
ient te
hniques to provide transa
tionala

ess to the data via the index stru
ture need to bedeveloped [?℄.Another important resear
h issue is development of te
h-niques to eÆ
iently evaluate \rank by" queries in theDBMS. Depending on how REs are interpreted i.e. re-trieval model used, eÆ
ient algorithms to 
ompute rela-tional operators whi
h given rank ordered input streamsprodu
e a rank ordered output stream needs to be de-veloped. These algorithms provide the building blo
ksfor evaluating \rank by" queries. Another issue is thatof query optimization. Query optimization te
hniquesin traditional DBMSs may not be appli
able in a sys-tem supported ranked sear
h. For example, pushing se-le
tions may not always generate more eÆ
ient plans.The 
ost of performing su
h sele
tions may be quitehigh depending on the presen
e or absen
e of appropri-ate indi
es. Deferring evaluation of expensive predi
atesto later point may improve overall query pro
essing.Morever, sin
e the user is only interested only in thetop few answers, eÆ
ient algorithms to return the de-sired number of top answers with minimum amount ofwasted work i.e. a

essing minimum number of irrele-vant obje
ts needs to be developed.REFERENCES[GG89℄ Mi
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