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Abstract

Automating Datacenter Operations Using Machine Learning

by

Peter Bod́ık

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor David A. Patterson, Co-chair
Professor Michael I. Jordan, Co-chair

Today’s Internet datacenters run many complex and large-scale Web applications that are
very difficult to manage. The main challenges are understanding user workloads and appli-
cation performance, and quickly identifying and resolving performance problems. Statistical
Machine Learning (SML) provides a methodology for quickly processing the large quanti-
ties of monitoring data generated by these applications, finding repeating patterns in their
behavior, and building accurate models of their performance.

This dissertation argues that SML is a useful tool for simplifying and automating dat-
acenter operations and demonstrates application of SML to three important problems in
this area: characterization and synthesis of workload spikes, dynamic resource allocation in
stateful systems, and quick and accurate identification of recurring performance problems.
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Chapter 1

Introduction

Good performance and high availability are the primary goals of companies running
Web applications that we rely on in our daily lives, such as Google or Facebook. Once Web
applications are deployed to a production environment, the task of datacenter operators
is to constantly monitor the applications, notice possible performance issues, and quickly
resolve them. Because application downtime could potentially cost millions of dollars, the
operators are often required to respond to an alert within 10 or 15 minutes [Bod́ık et al.,
2006], even at night or on the weekends.

Due to increasing complexity and large-scale deployment of popular Web applications,
the job of datacenter operators is becoming more difficult. For example, Web applications
are often deployed in multiple, globally-distributed datacenters for improved performance
and redundancy. Typical datacenters run tens of thousands of commodity servers that
frequently fail; during the first year of a typical 2,000-node cluster, Google experiences 20
rack failures, 1000 machine failures, thousands of disk failures as well as many other types
of failures [Dean, 2009]. The functionality of Web applications is often provided by tens or
hundreds of independent software services that are constantly evolving. For example, eBay
deploys 300 features per quarter and adds 100,000 new lines of code every two weeks [Shoup,
2007]. Moreover, requests of different applications share the same hardware or network
equipment.

To maintain good performance and high availability in such a complex and constantly
changing environment, the datacenter operators thus face three main challenges: under-
standing application workload, understanding application performance under different work-
loads and system configurations, and quickly detecting, identifying, and resolving perfor-
mance problems.

First, operators need to understand typical workload patterns and long-term trends and
make sure the application can handle unexpected workload spikes. Most Web applications
have highly predictable daily, weekly, and yearly patterns that the operators use for short-
term and long-term resource provisioning. However, tens or hundreds of millions of users
can create very unexpected workload spikes and data hotspots that can overload the appli-
cation. For example, after Michael Jackson’s death, the increase in aggregate workload on
Wikipedia.org was only about 5%, however, 13% of all requests were directed at Jackson’s
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article [Bod́ık et al., 2010]. Datacenter operators have to understand properties of these
spikes so they can stress-test the application and appropriately provision resources.

Second, because of large-scale deployment, complex workloads, and software depen-
dencies, very few people understand the impact of changes in application code, resource
utilization, or hardware on the end-to-end request latency. However, understanding what
affects application performance is crucial for optimizing request latency or for dynamically
provisioning more resources in response to changes in user workload. Because in modern
datacenters different applications share the same hardware, it is also important to know the
resource requirements of individual applications in order to maximize the utilization of the
whole datacenter.

Finally, datacenter operators need to quickly detect, identify, and resolve various perfor-
mance crises that occur in the datacenter. Most crises are detected automatically through
increased request latency or decreased throughput. However, some problems are difficult to
detect, because they are caused by small, but important changes in the Web site content
or the cause of the problem is outside of the datacenter. The difficulty of crisis resolution
varies significantly. Many of the less severe crises are resolved automatically in the appli-
cation through various methods such as redundancy, but more severe crises require human
intervention because no known automatic resolution is available. While crisis resolution
often lasts only a few minutes, in some cases it might last up to a few hours and require a
large group of operators to analyze the system.

Even though today’s datacenters and Web applications are very well instrumented and
record workload statistics, utilization metrics of servers, and detailed application logs, it is
often difficult to extract useful information from the collected data. Operators and appli-
cation developers use this data for debugging and troubleshooting the system because it
provides insights into workload, performance and various failures. However, there exist very
few tools for automatic analysis of this data that would allow the operators to notice trends
or detect anomalies. Due to large volume of the monitoring data and application logs,
datacenter operators can’t take advantage of information available in this data. Current
approaches to datacenter operations are thus slow and manual.

Statistical Machine Learning (SML) provides a methodology for quickly processing the
large quantities of monitoring data generated by these applications, finding repeating pat-
terns in their behavior, and building accurate models of their performance. For example,
regression methods allow us to create models of application performance as a function of
user workload, and software and hardware configuration. Anomaly detection methods can
be used to automatically spot deviations from normal system behavior that could corre-
spond to application failures. Feature selection allows the operators to automatically find
performance metrics correlated with occurrences of application failures which could lead to
faster diagnosis of these problems. Moreover, SML could be combined with non-SML meth-
ods like optimization, visualization, or control theory to create even more powerful operator
tools.

In this dissertation, we argue that SML is a useful tool for simplifying and automating
datacenter operations and we demonstrate application of SML to three important problems
in this area: characterization and synthesis of workload spikes, dynamic resource allocation
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in stateful systems, and quick and accurate identification of recurring performance problems.
In Chapter 2, we analyze changes in application workload that occur during workload

spikes and create a model of such spikes. This model is simple and statistically motivated,
and can be used to synthesize new workload spikes for stress-testing of web applications.

In Chapter 3, we address the problem of dynamic resource allocation in stateful systems.
We build a model of system performance under different workloads and then use Model-
Predictive Control to add or remove resources in response to changes in workload.

Finally, in Chapter 4, we propose a method for quick identification of recurring perfor-
mance crises in datacenter applications. We first use feature selection techniques to pick a
small set of performance metrics that correlate with occurrences the crises and use these
metrics to construct a unique fingerprint of each crisis. When a new crisis is detected, its
fingerprint is compared to a fingerprint database of past crises to help operators identify the
current crisis and quickly resolve it.

As the datacenters and Web applications grow larger, maintaining them is becoming
more difficult and time-consuming. In the following three chapters we demonstrate the
usefulness of using statistical and machine learning methods for building models of workload,
performance, and failures of large-scale systems. We hope that in the future, more of these
techniques will be incorporated into tools that the datacenter operators use daily.
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Chapter 2

Characterization and Synthesis of
Workload Spikes in Stateful Systems

2.1 Introduction

A public-facing Internet-scale service available to tens of millions of users can experience
very rapid and unexpected shifts in workload patterns. Handling such spikes is extremely
challenging. Provisioning for them in advance is analogous to preparing for earthquakes:
while designing for a magnitude-9 earthquake is theoretically possible, it is economically
infeasible because such events are very rare. Instead, engineers use statistical characteriza-
tions of earthquakes—distributions of magnitude, frequency, and phase—to design buildings
that can withstand most earthquakes. Similarly, while overprovisioning an Internet service
to handle the largest possible spike is infeasible, pay-as-you-go cloud computing offers the
option to quickly add capacity to deal with some types of spikes. However, exploiting this
feature requires testing the service under such scenarios and understanding the nature of
unexpected events: how fast they ramp up, how they peak, and so on.

Workload modeling and synthesis have always been important for stress-testing new
production systems, as well as in academic research because of the difficulty of obtaining
real commercial workload traces that might reveal confidential company information. The
challenge of understanding and modeling spikes and the need to synthesize realistic “spiky”
workloads motivate this work.

The term spike, or “volume spike,” is commonly used to refer to an unexpected sustained
increase in aggregate workload volume. In the case of stateless servers such as Web servers,
such spikes can in principle be absorbed by a combination of adding more servers and using
L7 switches, DNS, and geo-replication to redirect load to the new servers. Much work
has focused on using both reactive and proactive approaches to automatically respond to
spikes [Urgaonkar et al., 2005b; Chase et al., 2001; Kusic et al., 2008; Tesauro et al., 2006;
Liu et al., 2006; Stewart and Shen, 2005; Bennani and Menasce, 2005].

However, Internet-scale data-intensive sites—social networking (Facebook, Twitter), ref-
erence content (Wikipedia), and search engines (Google)—must also deal with “data spikes”:
a sudden increase in demand for certain objects, or more generally, a pronounced change in
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the distribution of object popularity on the site. Even data spikes that are not accompanied
by an overall surge in volume may have severe effects on the system internally. For example,
consider a partitioned database in which all objects are equally popular, but a sudden event
causes 90% of all queries to go to one or two objects even though the total request volume
does not increase.

Although volume spikes and data spikes can arise independently, it is becoming increas-
ingly common for the two phenomena to occur together. For example, at the peak of the
spike following Michael Jackson’s death in 2009, 22% of all tweets on Twitter mentioned
Michael Jackson [trendistic.com, 2010] (the largest Twitter spike in 2009), 15% of traffic to
Wikipedia was directed to the article about Michael Jackson (see Section 2.3), and Google
initially mistook the workload spike for an automated attack [Google, 2009]. The second
and third most significant spikes on Twitter were Kanye West and the Oscars with 14.3%
and 13.1% of all tweets, respectively [trendistic.com, 2010]. During the inauguration of
President Obama, the number of tweets per second was five times higher than on a regular
day [Twitter, 2009].

Workload spikes pose new challenges beyond those of modeling and stress-testing for two
reasons. First, as mentioned previously, the effect of a data spike may be severe even if the
aggregate workload volume changes little. Second, unlike stateless systems, simply adding
more machines may not be enough to handle data spikes: data may need to be moved or
copied onto the new machines. Deciding what to copy requires information not only about
the distribution of object popularities during a data spike, but about the locality of accesses:
if a group of objects becomes popular rather than a single object, are the popular objects
grouped together on storage servers or scattered across the system?

Our approach consists of three steps:

1. An analysis of five spikes from four real workload traces, showing that the range of
volume and data spike behaviors is more varied than one might expect (Sections 2.2
through 2.4);

2. A methodology for capturing both volume and data spikes with a simple seven-
parameter statistical model (Sections 2.5 and 2.6);

3. A closed-loop workload generator that uses these models to synthesize realistic work-
load volume and data spikes (Section 2.7).

Analysis of five spikes from four real Web server traces. We identify seven im-
portant spike characteristics that suggest that volume spikes and data spikes are more varied
than one might expect. The five spikes we analyzed represent a wide range of behaviors,
including data spikes with little volume change, data spikes accompanied by volume spikes,
and different distributions of object popularity and spatial locality during data spikes. The
spike durations vary from hours to days, and the increases in workload volume vary from
insignificant to factors of 5 or more. We also find that, in accordance with intuition, the
onset shapes and peak values of volume spikes for “anticipated” events such as holidays or
the Oscars differ substantially from those for unexpected events such as the death of Michael
Jackson or the Balloon Boy hoax [CNN, 2009]. This suggests that “stress testing for spikes”
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(especially for stateful services) is more subtle and involves more degrees of freedom than
previously thought.

A methodology for capturing volume and data spikes with a statistical model.
We model the spikes in three steps. First, we model normal workload without spikes based
on workload volume and baseline object popularity. Second, we add a workload volume
spike with a particular steepness, duration, and magnitude. Finally, we select a set of hot
objects with a particular spatial locality and increase their popularity. A particular novel
aspect of our methodology is the identification and representation of popularity distribution
change and data locality during a data spike:

(1) How does the distribution of object popularities change after spike onset and through-
out the spike? What is the shape of this distribution—do the top N objects increase equally
in popularity, or is there a significant tail?

(2) Given a simple representation of how data objects are mapped to storage nodes, what
spatial locality is present in accesses to groups of popular objects during the spike? That
is, when a group of objects increases in popularity, do accesses to the group tend to cluster
on one or two servers, or do they require touching multiple servers across the installation?

Synthesis of realistic workloads from the model. We built a closed-loop workload
generator that uses our models to synthesize realistic volume and data spikes. We show
that by properly setting the model parameter values, we can generate any workload within
the space defined by the seven spike characteristics we identified. In particular, we show
that the total workload volume, workload volume seen by the hottest object, and workload
variance generated by the model can be made to match those characteristics in the real
traces we analyzed.

Our goal is not to create an intricate model that imitates every detail of the real traces,
but a simple statistical model that is experimentally practical and captures the important
characteristics of workload and data spikes. Note that the goal of the model is not to predict
the occurrence of spikes, but to model the changes in workload volume and popularity
of individual objects when spikes occur. Recalling the comparison to earthquakes, while
we may not be able to predict individual earthquakes, it is useful to characterize general
properties of earthquakes so as to provision and stress-test systems appropriately.

2.2 Methodology

Although obtaining real workload traces of public Internet sites is extremely difficult, we
were able to obtain four traces and some partial data from a fifth source. Since our goal is to
characterize data spikes as well as volume spikes, for each trace we identify the fundamental
underlying object served by the site and extract per-object access information from the logs.
For example, for a site such as Wikipedia or a photo sharing site, the object of interest can be
represented by a static URL; for a site that serves dynamic content identified by embedding
parameters in a common base URL, such as http://www.site.com?merchant_id=99, the
object would be identified by the value of the relevant embedded parameter(s). Because we
want to characterize sustained workload spikes lasting at least several minutes, we aggregate
the traffic into five-minute intervals. Another reason for aggregation is low workload volume

http://www.site.com?merchant_id=99
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in some of the datasets.
In the rest of the chapter, workload volume represents the total workload rate during

a five-minute interval. Object popularity represents the fraction of workload directed at a
particular object. A volume spike is a large sustained increase in workload volume in a short
period of time, while a data spike is a significant shift in popularity of individual objects.
We provide no formal definition of volume and data spikes and identify the spikes manually
by visual inspection. Hotspots or hot objects refer to objects in the system whose workload
increases significantly; we provide a formal definition in Section 2.3.3.

2.2.1 Datasets

Table 2.1 summarizes our datasets and Table 2.2 summarizes the spikes.
World Cup 1998. Web server logs from week four of the World Cup 1998 [Arlitt and

Jin, 1999]. The logs contain time of individual requests along with the file that was accessed.
We use the path of the file as the name of the object.

UC Berkeley EECS Website. Web server logs from the UC Berkeley, EECS Depart-
ment website hosting faculty, student, class web pages, technical reports and other content.
The logs contain time of individual requests along with the file that was accessed. We use
data from two events: increase in popularity of 50 photos on a student page and the Above
the Clouds paper [Armbrust et al., 2009a] being mentioned on Slashdot.org. We use the
path of the file as the name of the object.

Ebates.com. Web server logs from Ebates.com used in [Bod́ık et al., 2005]. The logs
contain the time of individual requests along with the full URL. We use the value of the
merchant id URL parameter as the object. The merchants are represented as arbitrary
integers.

Wikipedia.org. Wikipedia.org periodically publishes the hourly number of hits to
individual Wikipedia articles [Wikipedia, 2007]. We use the individual articles as objects.
While Wikipedia is one of the most popular Web sites, the disadvantage of this dataset is
that it only contains hourly aggregates of workload instead of individual requests.

Partial sources of data from Twitter. We also use data from [Twitter, 2009], which
contains plots of workload at Twitter during the inauguration of President Obama, and from
[trendistic.com, 2010], which contains hourly popularity of the top 20 trends on Twitter in

% Traffic % Traffic
Dataset Granularity Objects # Objects to top 1% to top 10%

objects objects
World Cup requests files 29,475 88% 99%
EECS website requests files 338,276 83% 93%
Ebates.com requests merchants 877 38% 82%
Wikipedia hourly articles 3,160,492 32% 67%
Twitter aggr. workload N/A N/A N/A N/A
Twitter top popularity topics N/A N/A N/A

Table 2.1: List of datasets and their various statistics
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Dataset Name of spike Description
WorldCup WorldCup Spike at the beginning of a soccer match
EECS Above-the-Clouds Above the Clouds paper is mentioned on Slashdot.org
EECS EECS-photos Spike in traffic to about 50 photos on a student’s page
Ebates Ebates spike Change in popularity of merchants in ad campaign
Wikipedia Michael Jackson Spike after the death of Michael Jackson
Twitter inauguration Inauguration of President Obama
Twitter top 20 trends Top 20 trends on Twitter according to trendistic.com

Table 2.2: List of spikes

2009. Because both of these are incomplete sources of data, we do not use them in our full
analysis. However, they still demonstrate important properties of workload spikes.

2.3 Characterization of Real Spikes

In this section we characterize the important aspects of a workload spike. Since the
change in workload volume and change in data popularity could occur independently, we
analyze them separately.

2.3.1 Steepness of Volume Spikes

Figure 2.1 on the following page shows the increase in workload volume for each spike
normalized to the beginning of the spikes.1 We observe that the workload increase during
the spikes varies significantly. The workload increased by a factor of almost four in the
EECS-photos and WorldCup spikes, while it stayed almost flat in the Ebates, Above-the-
Clouds, and Michael Jackson spikes. The steepness also varies; during the EECS-image and
WorldCup spikes, the workload reached its peak in 20 and 60 minutes, respectively.

2.3.2 Static Object Popularity

Much has been written about objects’ popularities2 in the World Wide Web following
a Zipf law [Wolman et al., 1999; Padmanabhan and Qiu, 2000], which states that the
popularity of the ith most popular object is proportional to i−α, where α is the power-law
parameter. Power-law distributions are linear when object popularities are plotted against
their ranks on log-log scale. Figure 2.2 on the next page shows the object popularity
distribution for our four datasets along with a line fit to the data.3

If the data were from a power-law distribution, the dashed lines would coincide with
the black curves. We observe that this occurs in none of the four datasets: either the most
popular objects are not as popular as the power law predicts, or the tail of the distribution

1We do not have raw workload data for the Twitter spikes.
2Popularity of an object is the fraction of traffic directed at that particular object.
3We do not have popularity data for all the topics on Twitter.
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Figure 2.1: Workload volume profile of spikes normalized to the volume at start of spike at
time 0. Notice that the increase in aggregate workload volume was very large in the two top
spikes (up to 300%), while the workload remained almost flat in the three bottom spikes.
Even though the aggregate workload did not change much during the bottom three spikes,
there were several data hotspots with significant increase in workload (see Section 2.3.4).
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Figure 2.2: Object popularity distribution plotted on log-log scale along with the least-
squares-fit Zipf curve (dashed line). Both axes are in log scale which means that there are
many more points in the bottom-right corner of the graph. Those points thus significantly
affect the slope of the line. X-axis represents the rank of an object, y-axis the number of
hits to that object. The most popular objects receive significantly fewer hits than the Zipf
curve would predict.

falls off much faster than the power law predicts. The EECS data4 come closest, followed by
the Wikipedia articles, while the Ebates and WorldCup datasets show the most significant

4The flat region in the EECS dataset corresponds to a set of faculty photos periodically displayed on a
digital board; their popularities are thus almost identical.
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Figure 2.3: Top, difference in popularity of all hot objects. Bottom, popularity of the single
hottest object (dashed) and all hot objects (solid) during spike.

differences.
Table 2.1 summarizes the fraction of traffic that corresponds to the most popular 1%

and 10% of objects in all four datasets and shows significant differences among the datasets.

2.3.3 Detecting Data Spikes

To analyze the change in object popularity during a spike, we first define data hotspots.
We consider an object to be a hotspot if the change of workload to this object during the
first hour of the spike is significant compared to changes in workload during a normal period
before the spike. We define the normal period to be one day before the spike, as it represents
a typical interval during which various workload patterns repeat. We analyze the workload
increase during the first hour of the spike since an hour is a long enough period to observe
data hotspots and all of our spikes are longer than an hour.

More formally, let ∆i,t be the change in workload to object i between time t and t+1 hour,
and ∆max,t = maxi ∆i,t be the maximum change in workload to any object at time t. We
define a threshold D as the median of ∆max,t for times t during the normal period before
the spike. Intuitively, D represents the typical value of maximum workload increase to a
single object during the normal period. The median is a robust statistic that is not affected
by outliers; using the median thus accounts for normal variability of the ∆max,t statistic.
We consider object i to be a hotspot if (and only if) ∆i,Ts > D, where Ts is the start of the
spike. For each hotspot i, we define the change in popularity as the difference between the
popularity of i one hour after the start of the spike and the popularity of i at the beginning
of the spike. This definition implies that there could be data hotspots even during the
normal period.
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Figure 2.4: Topic popularity (percent) during 4 of the top 20 Twitter spikes. Spike steepness
varies significantly.

2.3.4 Change in Object Popularity During Spikes

We now analyze the magnitude of changes in popularity of the hot objects during the
spike and the temporal profile of these changes. The top row in Figure 2.3 shows the change
in popularity of all the hot objects between the normal period before the spike started
and during the spike. We observe a significant shift in popularity during the spikes. For
example, the popularity of the Michael Jackson article increased by 13 percentage points
during that spike. During the EECS-photo spike, the popularity of each of the 50 student
photos increased by at least 1 percentage point.

We notice two important differences between the spikes. In the Ebates, Above-the-
Clouds, and Michael Jackson spikes, the number of hot objects is very small, while the
remaining two spikes have more hot objects. However, the number of hot objects is very
small compared to the total number of objects in each dataset. Also, there are significant
differences in the magnitude of change among the hot objects. In the Ebates and Above-
the-Clouds spikes, a single hot object is responsible for most of the shift in popularity.
However, in the EECS-photo and WorldCup spikes, the change in popularity is spread out
more uniformly among the hot objects. Finally, the popularity of some of the hot objects
actually decreased during a spike (WorldCup and EECS-photos spikes).

The bottom row in Figure 2.3 shows the popularity of the hottest object and the total
popularity of all the hot objects. Figure 2.4 shows the popularity of the hottest topic in
four of Twitter spikes.5 Notice that the steepness of the popularity varies significantly.

2.3.5 Spatial Locality of Data Spikes

The response to data spikes is affected by the spatial locality of the hotspots. Some
storage systems such as Amazon Dynamo [DeCandia et al., 2007] handle data in blocks and
can only replicate whole blocks. Other systems such as SCADS [Armbrust et al., 2009b]

5We do not have popularity data for the inauguration spike.
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Figure 2.5: Spatial locality of hotspots. X-axis represents hotspots sorted lexicographically,
y-axis shows their relative location. We do not show the Ebates spike which has only a single
hotspot.

support range queries and thus store the objects in logical order. In such systems, if all the
hot objects live on a single server or are logically close to each other, one could react to a
spike by replicating a very small fraction of the data. However, if the hot objects are spread
over many servers, one would have to copy data from multiple servers.

While we do not know how the individual objects are stored, to evaluate the spatial
locality of data hotspots, we order them lexicographically by their name. This ordering
preserves the logical structure of the objects; for example, files in the same directory will
stay close to each other. Figure 2.5 shows the spatial locality of the hotspots. The x-axis
represents the individual ordered hotspots and the y-axis represents the relative location of
a hotspot in the range of all objects. Flat regions in these graphs thus represent hot objects
located very close to each other.

We observe that the WorldCup and EECS-photos spikes have significant spatial locality.
In the WorldCup spike, we notice three large clusters of hotspots. In the EECS-photos
spike, all the objects except one form a contiguous range.

2.3.6 Spike Characterization Summary

Before presenting our proposed quantitative characterization of spikes, we summarize
the key observations emerging from our analysis:

There is tremendous variation in volume and data spikes. The duration of the
spikes varies from hours to days, the increase in workload volume ranges from insignificant
increases to factors for five, and the slope of workload volume and popularity of hottest
objects also varies drastically. This supports the claim that methods for automatic scaling
of web applications cannot be tested on a single workload, but rather must be evaluated
across a range of different and realistic spikes.

Object popularity is not necessarily Zipfian. The popularity distributions tend to
be heavy-tailed, but there are significant differences from power-law distributions. In our
workload model, we use Pitman-Yor stick-breaking process to generate popularity distribu-
tions with tails that “fall-off” faster than power-law tails (see Section 2.5.1 on page 16).

In all spikes, the number of hot objects is a small fraction of the total number
of objects in the system. We believe this is because the workload and spikes are generated
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by human users whose actions are independent of the total size of the dataset. In other
words, even if Wikipedia had ten times more articles, Michael Jackson’s death would likely
still result in Wikipedia users visiting just the single article, not ten times as many articles.
Therefore, we characterize the number of hot objects as an absolute number instead of a
fraction of all objects.

Anticipated spikes are both gentler and smaller than unanticipated spikes.
In the top 20 Twitter trends, surprising events shoot up quickly from zero to peak, ex-
hibiting 1-hour changes in popularity close to the maximum popularity. Examples include
celebrity deaths (Michael Jackson, Patrick Swayze, Brittany Murphy, and Billy Mays) or
other unexpected sensations (Nobel Prize for President Obama or the Balloon Boy). On
the other hand, anticipated events such as holidays or other well known events (the Oscars,
Eurovision) slowly build up their popularity.

2.4 Quantitative Characterization

In this section, we define a set of quantitative metrics to describe the important aspects
of a workload and data spike based on observations in Section 2.3. We present the results
in Tables 2.3 and 2.4. Here are the definitions of the metrics:

Number of hot objects represents the number of objects identified as hotspots (see
Section 2.3.3).

Normalized entropy of the popularity of hot objects represents the skewness of the
change in popularity of hot objects. Letting c1, . . . , cn denote the change in popularity of
n hot objects (top row in Figure 2.3 on page 10), the normalized entropy H0 is defined as
follows:

H0 = −
n∑
i=1

ci log2 ci/ log2 n, 0 ≤ H0 ≤ 1.

H0 close to 1 corresponds to distributions where all the hot objects have almost equal increase
in popularity, such as in the EECS-photos spike (top row, column 2 in Figure 2.3). H0 close
to 0 corresponds to distributions where a single hot object has most of the popularity, such
as the Michael Jackson spike (top row, column 5 in Figure 2.3).

Time to peak represents the time from the start to the peak of the spike. We first
manually identify the start of the spike by visually inspecting the workload profile and
changes in popularity of the hot objects. Then we find the peak time as time when the
object with the most significant change in popularity (object h) reached the maximum
popularity.

Duration of the spike is the time between the start of the spike and its end. We define
the end of a spike to be the time when the popularity of object h returns to the level seen
during the normal period before the spike. We do not use the workload volume to identify
the peak and the end of the spike since in some cases the increase in workload volume is not
large enough and using it would be unreliable. However, the popularity profile of object h
is a clear signal of the peak and end of spikes.
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Parameter
World Above EECS

Ebates
Michael inaugu-

Cup the Clouds photos Jackson ration
number of hot objects 159 2 50 1 64 N/A
0.1%-spatial locality 0.64 0.0 0.98 n/a 0.25 N/A
normalized entropy 0.76 0.69 0.99 0.0 0.48 N/A
time of peak [min] 105 40 55 130 60 N/A
duration [min] 190 800 1000 7000 >1560 N/A
relative increase in aggr. 4.97 0.97 2.43 1.13 1.05 ≈ 5
max slope [%/min] 8.7 7.0 25.4 2.9 0.09 ≈ 140

Table 2.3: Characterization of spikes using metrics described in Section 2.4. The metrics
for the inauguration spike were estimated from a post on Twitter’s blog.

Relative increase in workload volume represents the workload volume increase at
the peak of the spike relative to the workload at the start of the spike.

Maximum slope captures the increase in workload volume during the steepest 5-minute
period during the spike. We first normalize the workload to the start of the spike, find the
steepest part, and represent its slope as change in relative workload per minute. Thus, a
max slope of 7% per minute means that during the steepest part of the spike, the workload
volume was increasing by 7% every minute (relative to the workload at the start of the
spike). We note that this only captures the slope of the workload volume, not the slope of
workload to the individual hot objects.

Spatial locality represents the degree to which the hot objects are clustered. Let
l1, . . . , ln represent the relative location of hot objects in the logical address space of all
objects sorted lexicographically. For a given value of δ, we consider two objects i and j to
be close if |li− lj| < δ. Finally, let Cδ be the minimal number of clusters of hot objects, such
that each cluster contains only objects that are close. Intuitively, if we need few clusters to
cover all hot objects, the hot objects exhibit high spatial locality, and vice versa. We thus
define spatial locality as

Lδ = 1− Cδ − 1

n− 1
, so 0 ≤ L ≤ 1.

In Table 2.3, we report values for δ = 0.1%.
Change in popularity in one hour is the biggest change in popularity of the hottest

object during one hour in percentage points (pp); i.e., a change from 2% to 10% is 8pp.
Maximum popularity represents the peak popularity of the hottest object achieved

during the spike.
Together, these metrics capture the most important aspects of a spike. The number of

hot objects, normalized entropy, change in popularity, and maximum popularity characterize
the hot objects, while the rest of the parameters characterize the changes in workload
volume. We present partial results for data from [Twitter, 2009; trendistic.com, 2010]. For
the Obama inauguration spike we only have approximate values of the relative increase in
workload volume, while for the top 20 trending topics we only have the changes in their
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Spike
Change in popularity Maximum

in 1 hour popularity
[percentage points] [percent]

WorldCup 1.14 1.53
EECS photos 1.47 1.48

Above the Clouds 5.77 6.42
Ebates 12.50 55.63

Michael Jackson 12.76 15.12
michael jackson (twitter) 11.52 22.61

kanye 12.64 14.39
oscars 6.03 13.08

balloon (boy) 11.76 12.89
demi lovato 10.86 12.68
thanksgiving 2.91 12.09

jonas brothers 10.42 12.06
fireworks (July 4th) 5.22 11.72

eurovision 5.36 9.93
happy easter 1.96 9.78

patrick swayze 9.67 9.67
aplusk 5.16 8.50

obama (nobel) 8.09 8.39
iphone 5.80 8.27

facebook 6.03 8.09
brittany murphy 7.60 8.01

lakers 4.47 7.56
yankees 4.62 7.14

halloween 0.92 7.11
billy mays 5.09 5.85

Table 2.4: Summary of change in popularity and maximum popularity of the single most
popular object in each spike. The first five spikes correspond to spikes described in Table 2.2.
The following 20 spikes are based on hourly data from the Top 20 Trending Topics of 2009
on Twitter.

popularity over time and not the workload volume.

2.5 Workload Model

In this section, we build on a baseline workload model for normal periods without any
spikes or data hotspots and extend it to support workload spikes and changes in popularity
of objects. Then, we extend the model to support a notion of data locality. We describe
the parameters of the model, explain how they control the various spike characteristics (see
Table 2.5), and show that our model can generate workload similar to the spikes described
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in Section 2.3.
We emphasize that it is not our goal to create a complex workload model that imi-

tates every detail of the real traces analyzed in Section 2.3. Instead, our goal is a model
that is simple to use and captures the important aspects of volume spikes and data spikes
that emerged from our analysis. To this end, we use the Pitman-Yor stick-breaking pro-
cess [Pitman and Yor, 1997] to generate popularity profiles, the Dirichlet distribution to
model popularities of data hotspots, and the Chinese Restaurant Process [Aldous, 1985] to
generate locations of hotspots (clusters). In the following sections we explain, justify, and
validate these choices.

2.5.1 Model of Normal Workload

A model of normal workload consists of a workload volume time series U = (u1, . . . , uT )
and a popularity profile for individual objects. We do not focus on the workload volume
time series U , as this can be based on other studies of Web workloads, such as [Arlitt and
Jin, 1999]. Instead we concentrate on the novel challenge that arises in data spike modeling:
creating a realistic characterization of object popularity. We note at the outset that the
popularities, while drawn from a distribution, are held constant during workload generation.
The transformation from popularity profile to workload, however, is also stochastic, and this
stochastic process is responsible for capturing the variance of the workloads of individual
objects.

We showed in Section 2.3.2 that the popularity profiles in our datasets do not tend to
follow the Zipf law often assumed for Web data. Therefore, we instead use stick-breaking,
a probabilistic modeling method used to generate heavy-tailed distributions. The idea is
straightforward—one starts with stick of unit length and breaks off a piece according to
a draw from a beta distribution. This procedure is applied recursively to the remaining
segment of the stick. The result is a set of increasingly small pieces of the stick whose
lengths are taken to represent the popularity profile of our objects.

The particular form of stick-breaking we use is the Pitman-Yor process [Pitman and
Yor, 1997]. This process, denoted PY (d, α), is parameterized by a discount parameter
d, 0 ≤ d < 1, and a concentration parameter α > −d. To generate the popularity profile of
n objects, we first generate n beta random variables as follows:

βi ∼ Beta(1− d, α + id), i = 1, . . . , n, 0 ≤ βi ≤ 1.

Next, we set the length of the first piece of stick as π1 = β1, and set the lengths of the
remaining pieces as follows:

πi = βi

i−1∏
l=1

(1− βl), i = 2, . . . , n

Intuitively, the length πi of the i’th piece is the length of the stick after breaking off the
first i − 1 pieces, multiplied by βi. The lengths of the pieces generated by this procedure
follow a power-law distribution with parameter 1/d in expectation. However, an individual



17

0 20 40 60 80 100

original workload

w
or

kl
oa

d
0

20
00

0 20 40 60 80 100

workload multiplication factor

0
1

3

0 20 40 60 80 100

workload with a spike

time intervals

w
or

kl
oa

d
0

20
00

Figure 2.6: Top, an example of a normal workload profile without a spike. Center, workload
multiplication factor ct with the following parameters: to = 20 (onset), tp = 25 (peak),
td = 35 (decay), te = 80 (end), M = 3.0. Bottom, the workload profile during a spike is
obtained by multiplying the normal profile (top) by ct (center), point by point.

stick-breaking realization generates πi’s whose lengths drop off faster than a power law.
This behavior more closely matches the behavior we observed in real workload traces in
Figure 2.2 on page 9.

Our object popularity model is parameterized by a that controls the rate at which the
object popularities drop off. This parameter is similar to the shape parameter of the Zipf
distribution. To generate a popularity profile for n objects with parameter a, we first
generate a vector (π1, . . . , πn) using the PY (1/a, 0.5) process, and we then set the object
popularities, B = (b1, . . . , bn), as a random permutation of the πi’s.

2.5.2 Modeling Volume Spikes and Data Spikes

To add a spike to a normal workload, we need to increase the workload volume during
the spike and create a new object popularity distribution with a higher popularity for the
hotspots. This process is parameterized by the following parameters: to (onset), tp (peak),
td (decay), and te (end) represent the times when the spike starts, when it reaches its
peak, the end of peak period with flat workload, and the end of the spike, respectively. M
represents the magnitude of the spike, or relative increase in workload volume. N represents
the number of hotspots and V the variance of hotspot popularity. We first describe how we
adjust the workload profile and then the object popularity during a spike.

The four ti parameters and the magnitude parameter define the change in the workload
profile. The workload profile is multiplied by a factor ct to obtain the new workload profile
during a spike. ct is 1.0 for times t before to, increases linearly between to and tp up to M ,
stays flat between to and td, decreases linearly to 1.0 between td and te, and is 1.0 after te
(see Figure 2.6). We model the change in workload volume using a piece-wise linear factor
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to keep the model simple and minimize the number of parameters. Figure 2.1 on page 9
also justifies this decision as most of the workload profiles can be approximated well using
a piece-wise linear function.

To generate object popularity during a spike, we adjust the baseline popularity B =
(b1, . . . , bn) by putting more weight on the hotspots. In particular, we construct a vector
H = (h1, . . . , hn) that represents the popularity of only the hotspots during a spike. The
final object popularity profile at time t is Pt = (1 − c∗t )B + c∗tH—a weighted average of
the baseline popularity and the hotspot popularity. Pt is an n-vector that represents object
popularities at time time t. For times t before and after the spike, c∗t = 0, so that the object
popularity will be the baseline B. During the spike, c∗t is adjusted in a piece-wise linear
fashion (similar to ct) such that at the peak of the spike c∗t = (M − 1)/M. This guarantees
that as the workload volume increases by a factor of M , all the additional traffic will be
directed towards the hotspots using distribution H. For example, for M = 3, 2/3 of the
workload at the peak will be directed to hotspots.

We generate the popularity of hotspots H as follows. We first pick locations l1, . . . , lN of
N hotspots uniformly at random; H has non-zero popularity only at these locations. The
values of popularity of the hotspots, hl1 , . . . , hlN , are obtained as a sample from a Dirichlet
distribution: (hl1 , . . . , hlN ) ∼ Dir(α, . . . , α). A sample from a Dirichlet distribution results
in N non-negative numbers that sum to 1 and thus represent valid object popularities. We
use the Dirichlet distribution also because we can control the resulting normalized entropy
with a single parameter.

As described in Section 2.3, different spikes have different values of normalized entropy
of the hot object popularity distribution. In the workload model, we control the entropy of
the hot object popularity distribution by adjusting the variance of the Dirichlet distribution.
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Figure 2.7: Popularity of N = 20 hot objects for different values of the variance parameter
V resulting in different values of entropy.
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We set the parameters of the Dirichlet distribution as follows:

α =
N − 1− V N2

V N3
.

With this setting of the αi parameters, the expected value of all hli is equal to 1/N and
variance is equal to V ; E[hli ] = 1/N,Var[hli ] = V . High variance V results in a distribution
with high entropy, while low variance results in low entropy, which allows us to control
the normalized entropy of the hot objects. Figure 2.7 on the previous page illustrates this
process.

2.5.3 Adding Spatial Locality to Data Spikes

The model of a spike described in Section 2.5.2 picks the locations of the hot objects
uniformly at random. However, as we demonstrated in Section 2.3.5, hot objects often
exhibit significant spatial locality. Here we describe a simple two-step process that clusters
the locations of the hotspots. The process is parameterized by L that controls the spatial
locality of the resulting hotspots.

We first create clusters of hotspots using an iterative process known as the Chinese
Restaurant Process (CRP), a statistical model of clustering that is parameterized by a single
parameter 0 ≤ L ≤ 1 [Aldous, 1985]. We start with a single cluster that contains the first
hotspot. All the subsequent hotspots are either assigned to a new cluster, with probability
proportional to 1/L − 1, or pick an existing cluster i, with probability proportional to ki,
which is the number of hotspots in cluster i. The parameter L thus determines the number
of clusters; in particular, large values of L imply a low probability of starting a new cluster
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Figure 2.8: Locations of hot spots generated using a Chinese Restaurant Process. The title
of each plot shows the L parameter used, number of clusters, and the resulting 0.1% spatial
locality characteristic.
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and thus a smaller number of clusters. Given N hotspots, the expected number of clusters
grows logarithmically as O((1/L− 1) logN).

Second, we pick the location of cluster i, li, uniformly at random from all the available
objects, and mark objects li, . . . , li + ki − 1 as hotspots. After selecting the locations of
hot objects, we assign their probabilities as described in Section 2.5.2. Figure 2.8 on the
preceding page shows sample locations of hot objects for different values of the locality
parameter L. Since CRP is a stochastic process, the cluster sizes vary across multiple runs
with the same L parameter. If we wish to control the variance of the cluster sizes we can
run the CRP multiple times and average the sizes of clusters or simply use the expected
values of the cluster sizes.

2.5.4 Workload Model Summary

To model a workload without spikes, we select the number of active users at each point
in time, U = (u1, . . . , uT ), from a section of an existing workload trace. The popularity of
individual objects, bi, is constructed using the Pitman-Yor stick-breaking process. We add
a volume spike by multiplying the number of active users by a piece-wise linear function
(Figure 2.6 on page 17). Finally, we add a data spike by selecting N hotspots with a
particular spatial locality and entropy.

In Section 2.4 we presented seven important characteristics that define a space of spikes.
We designed the model such that for any combination of the characteristics, there exist
model parameters that generate a spike with such characteristics. Table 2.5 on the following
page summarizes the model parameters. For most of the parameters, the effect on the
various spike characteristics is straightforward. In particular, the magnitude and number
of hot objects are directly the spike characteristics. The spike parameters to, tp, td, and te
determine the maximum slope and duration. As for the normalized entropy and the spatial
locality of the hotspots, these are controlled by the V and L parameters. As we show in
Figures 2.7 and 2.8 on the previous page, there is a mapping between these quantities such
that we can control the normalized entropy and spatial locality of the hotspots by the choice
of V and L. In summary, for any values of the spike characteristics (see Table 2.3), we can
find model parameters that generate such a spike.

2.6 Model Validation

We validate our workload model in two ways. First, we compare the variance of workload
to individual objects in real traces with the variance obtained using our model. Second,
we compare the workload volume and workload to the hottest object observed during the
EECS-photos spike with workload generated from our model.

2.6.1 Short-term volatility of object popularity

As described above, the popularity of each object during the period before the spike is
constant. One might be concerned that this implies that the actual workload received by
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Parameter Constraint Description Spike characteristic Section
n n > 0 number of objects - 2.5.1
U ui ≥ 0 workload profile - 2.5.1
a a > 1 power-law shape - 2.5.1
N 0 < N ≤ n number of hotspots number of hot objects 2.5.2
V 0 < V < N−1

N2 popularity variance normalized entropy 2.5.2
to, tp, td, te to ≤ tp ≤ td ≤ te spike parameters onset, peak, decay, end 2.5.2

M 0 < M magnitude of spike increase in workload 2.5.2
L 0 ≤ L ≤ 1 spatial locality 0.1%-spatial locality 2.5.3

Table 2.5: Parameters of the workload model, their description, the corresponding spike
characteristics that they control, and the section that describes the parameter in more
detail. The first three parameters model the normal workload and thus do not correspond
to any spike characteristic. The spike model has seven main parameters (N, V, tp, td, te, M,
and L) and the start of the spike (to) that has no effect on spike characteristics.

object i over time will either be constant or have variance much smaller than observed in
real traces. Here we demonstrate that the variance of workload generated by our model is
comparable to variance in real workloads.

Generating k requests to n objects with popularities of B = (b1, . . . , bn) is equivalent
to taking k samples from a multinomial distribution Mult(B). The expected value and
variance of the number of hits to object i, wi, can be expressed as follows: E[wi] = kbi,
Var[wi] = kbi(1− bi). In Figure 2.9 on the following page, we compare the variance observed
during a normal workload period before the WorldCup spike with variance of a multinomial
distribution. We see that the variance of a multinomial distribution closely matches the
variance of most of the objects.

2.6.2 Comparing real and generated workload

To compare real and generated workload during the EECS-photos spike, we set the
model parameters such that the spike characteristics match values presented in Table 2.3
and generate requests to objects based on the workload volume. In Figure 2.10 we compare
the workload volume and the workload to the hotspot with the largest increase in workload
during the spike. We note that while the generated curves do not exactly match the observed
workload, the overall profile is very similar. We reiterate that our goal was not to replicate
every detail of the real workloads, but only to capture the most important aspects of the
spikes.

2.7 Workload Generation

We built a closed-loop workload generator [Schroeder et al., 2006] in which a single user
is simulated by a single client thread that creates and executes requests in a loop, a common
design for workload generators [Faban, 2009; Rubis, 2008]. Each thread selects a request
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Figure 2.9: Mean vs. variance of workload to randomly selected 1000 objects in the World-
Cup dataset during a two hour normal workload period in log-log scale. Each circle cor-
responds to a single object, the x-axis shows the mean workload to the object, the y-axis
shows the variance of workload. The dashed (red) line represents the variance of these
objects when they are sampled from a multinomial distribution.
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Figure 2.10: Comparison of real and generated workload for the EECS-photos spike. Top,
actual and generated workload volume. Bottom, actual and generated workload to the
hotspot with largest increase in workload.
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type (such as read or write), selects request parameters using our model, sends the request
to the system under test, waits for a response, and repeats.

We discretize time into T short intervals to create the volume profile, a time series
U = (u1, . . . , uT ) in which ut is the number of users active during interval t. Each thread
stores a copy of this profile; to simulate changes in the number of active users, a thread
sleeps during interval t if its thread ID is larger than ut. Otherwise, at time t, the workload
generator selects object i with probability pi,t.

We remark that while open-loop workload generation would allow specifying a particular
workload rate (e.g., 2000 requests per second), a closed-loop workload generator only allows
us to specify the number of active users; the resulting workload rate depends on the number
of users, their think times, and the latency of the individual requests. For example, when
100 active users generate requests that take 100ms to execute, the workload rate would be
1000 requests per second. If the request latencies drop to 10 ms, the workload rate would
increase to 10,000 requests per second.

Initializing the model for the experiment in Section 2.6 with 338,276 objects and 50
hotspots took 14.5 seconds. Generating 20 hours of workload took 2.1 seconds.

2.8 Related Work

Web server workloads have been thoroughly studied in many papers, such as [Arlitt and
Jin, 1999; Chen and Zhang, 2003]. Most of these papers, however, analyze workload for
stateless Web servers in context of caching, prefetching, or content distribution networks.
While some papers study surges, spikes, or flash crowds [Schroeder and Harchol-Balter, 2006;
Jung et al., 2002], they concentrate only on the increase in workload volume to the Web
server.

Most of the workload generators [Apache, 2010c; Barford and Crovella, 1998; Httperf,
2009; Faban, 2009; Rubis, 2008] used to evaluate computer systems or Web sites do not
support either volume or data spikes. Httperf [Httperf, 2009] provides a simple tool for gen-
erating http workload for evaluating Web server performance. Httperf, however, generates
requests only at a fixed rate specified by the user. Rubis [Rubis, 2008] is a Web application
benchmark with a workload generator that uses a fixed number of clients and thus cannot
generate a volume spike. Faban [Faban, 2009] is a flexible workload-generation framework
in which volume and data spikes could be implemented, but are not supported out of the
box.

Similar to our notion of data spikes is the concept of temporal stability of workload
patterns in a Web server described in [Padmanabhan and Qiu, 2000]. The authors analyze
Web server traces from a large commercial web site mostly in the context of caching. They
define temporal stability as the overlap of the top N most popular pages during two days and
find that the stability is reasonably high on the scale of days. While the idea of popularity
of the top N pages is similar to data spikes, we are interested in changes on time scale
of minutes, not days or weeks. Also, the authors do not provide a model or a workload
generator to simulate such changes.

The authors of [Mi et al., 2009] propose a methodology and a workload generator to
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introduce burstiness to a stateless Web server workload. The authors characterize bursti-
ness using the index of dispersion—a metric used in network engineering. The workload-
generating clients are in one of two states—high or low—with transitions between the two
states governed by a simple Markov process. The clients in high state generate requests at
high frequency and vice versa, thus introducing burstiness into the workload. However, the
proposed model does not increase popularity of individual objects and one cannot easily
change the steepness and magnitude of the bursts.

The papers [Gulati et al., 2009; Kavalanekar et al., 2008] characterize workload for
storage systems at disk-level, but do not analyze volume or data spikes. Finally, many
researchers in the networking community have focused on characterizing and modeling self-
similarity in network traffic [Crovella and Bestavros, 1996] (burstiness over a wide range
of time scales) or anomalies in network traffic volume [Lakhina et al., 2004]. All of these
efforts, however, concentrate on workload volume and not on data popularity.

2.9 Future Directions

In this chapter, we characterized several workload spikes and concluded that they differ
significantly in many important characteristics. We also described a workload model that
allows us to generate spikes with a wide range of characteristics and stress-test Web ap-
plications against such spikes. More work is required to understand typical spike patterns
and their frequencies. Below, we present two conjectures based on initial analysis of spike
magnitudes and frequencies, and also describe possible extensions to our spike model.

2.9.1 Two Conjectures

Below we present two conjectures based on initial analysis of spike magnitudes and
frequencies. We studied the daily change in page popularities on Wikipedia during one
month and treated spikes on individual pages during one day as separate events. The spike
magnitude represents the increase in popularity of a particular page.

Spike magnitudes follow Zipf’s law. Figure 2.11 on the next page shows that the
spike magnitudes on Wikipedia during one month follow Zipf’s law; there are many spikes
with small magnitude and few spikes with large magnitude. By fitting the distribution (red
line in Figure 2.11), we could predict the frequency of spikes of larger magnitudes. The
accuracy of such predictions remains to be evaluated.

More popular objects are more likely to become hotspots. In Figure 2.12, we
first bin Wikipedia pages based on their popularity one day before the spike and compute
the empirical probability of observing a spike of certain magnitude. We see that the more
popular pages have higher likelihood of getting a larger spike.

2.9.2 Extending the Model

Longer-term trends in object popularity. As demonstrated above, the variance
in workload to individual objects on a time scale of five minutes is well modeled by a
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multinomial distribution. However, on longer time scales (hours), we notice slow upward
and downward trends in workloads to many objects. We can simulate these trends by
perturbing the object popularity using the Dirichlet distribution. Let (b1, . . . , bn) be the
baseline popularity of all objects in the system and let (p1,t, . . . , pn,t) be the actual popularity
of objects used at time t. To simulate trends in popularity that change every T minutes, we
update (p1,t, . . . , pn,t) every T minutes by sampling from the following Dirichlet distribution:
Dir(Kb1, . . . , Kbn). For any value of K, the expected value of pi is bi, which means that the
sampled values of pi,t will oscillate around the baseline popularity bi. However, the value
of K affects the variance of pi,t; smaller values of K imply larger variance and thus more
significant trends in object popularity and vice versa (see Appendix).

Other extensions. The Chinese Restaurant Process could be used to add spatial
locality even to the baseline object popularity bi by first creating some number of clusters
and then assigning the objects with the largest popularity to these clusters. Second, the
current model assumes that only the additional workload (with magnitude M) is directed
at the hotspots. By increasing the values of c∗t (see Section 2.5.2), we can redirect more
workload at the hotspots. Finally, we can easily create mixed spikes by creating new hotspots
while other spikes are still in progress.

2.10 Summary

As significant workload spikes are becoming the norm for popular Web sites such as
Facebook and Twitter, it is important to evaluate computer systems using workloads that
resemble these events. In many cases a surge in workload occurs together with the emergence
of data hotspots, which has a crucial impact on stateful systems. Because it is very difficult
to obtain realistic traces of such events, it is important to model and synthesize workloads
that contain realistic spikes in workload volume and changes in data popularity.

In this chapter, we presented a methodology for characterizing the most important as-
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Figure 2.11: Spike magnitudes on log-log scale based on one month of Wikipedia data (solid
line) and linear fit to the data (dashed line).
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Figure 2.12: Probability of a spike of certain magnitude (10−6, 10−5, and 10−4) for pages of
different popularities on log-log scale.

pects of spikes in stateful systems. We characterize a spike in terms of changes in workload
volume (maximum slope, relative increase, time to peak, and duration) and changes in data
popularity (the number of hot objects, spatial locality, and normalized entropy).

We use this methodology to analyze five spikes in four datasets. We observed two
important facts. First, the number of hotspots in all the spikes is a very small fraction of
the total number of objects in the system. Second, the spikes differ dramatically in all of the
other characteristics. This suggests that there is no “typical” workload spike and computer
systems should be evaluated using a wide range of spiky workloads.

Our workload model uses a small number of parameters to capture the most important
aspects of spikes in stateful systems using well-known probability distributions and gener-
ative processes. We first model a typical workload with no spikes using a workload profile
and a distribution describing the object popularity. Second, we add a volume spike by
increasing the workload and add a data spike by increasing popularity of a small number
of objects. Finally, we add a spatial locality of hotspots using a simple clustering process.
The workload model serves as input to a closed-loop workload generator, where simulated
clients select objects based on the generated object popularity that evolves over time.

Workload spikes can overload a Web application and cause performance degradation or
downtime. Cloud Computing enables dynamic resource allocation in response to changes in
workload such as during spikes. In the next chapter, we propose a control framework that
uses a performance model of an application to minimize the number of deployed servers and
maintains a certain level of performance.
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Chapter 3

Director: Framework for Dynamic
Resource Allocation in Stateful
Systems

3.1 Introduction

A key benefit of cloud computing is the ability to dynamically provision compute re-
sources in response to changes in application workload. Such elasticity can avoid overpro-
visioning and thus significantly reduces server cost. While there has been a lot of work on
dynamic resource policies for stateless systems [Chase et al., 2001; Urgaonkar et al., 2005b;
Liu et al., 2006; Kusic et al., 2008; Hellerstein et al., 2008; Tesauro et al., 2006], such as
web or application servers, little progress has been made for stateful systems.

However, an equally important goal is to maintain strict performance Service-Level Ob-
jective (SLO). SLO is specified by the site operators and typically requires a high quantile of
the request latency to be lower than a specified threshold. An example SLO might require
that 99th percentile of latency during each 1-minute interval to be less than 100 ms. As
described in the Dynamo paper [DeCandia et al., 2007], Amazon uses even 99.9th percentile
in their SLO. Because popular Web applications want to guarantee good performance for
all their users, specifying the performance SLO using averages, medians, or variance is not
sufficient. While you can compute bounds on percentiles from the mean and variance using
Chebychev’s inequality, those bounds can be quite conservative.

Elasticity would reduce costs for most Web applications because they have diurnal work-
loads. However, stateful systems would benefit even more during unexpected workload spikes
with data hotspots. While in stateless systems preparing for a 20% spike in workload means
simply adding 20% more servers, in stateful systems the 20% increase can hit data items
all stored on a single server, thus creating a hotspot. As we demonstrated in the previous
chapter, workload spikes with significant data hotspots are relatively frequent. Since the
hotspot location is unknown before the spike, statically overprovisioning for this situation
would be extremely inefficient and expensive. Because most Web sites do not overprovision
for large spikes, elastic storage systems would help avoid decreased performance or outages.
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Automatic scaling of stateful systems presents additional challenges compared to state-
less systems. First, in stateful systems it is not enough to simply add or remove servers; the
control policy also has to decide how to partition or replicate data across the new servers.
Second, copying data between servers both takes time and, because of the additional activity
on the servers, increases request latency. A dynamic resource allocation policy for stateful
systems has to address both of these challenges.

We make two contributions in this chapter:

• We formulate three basic principles of designing resource allocation frameworks for
stateful systems that maintain performance SLO expressed using high quantiles of the
latency distribution.

• We design and implement the Director – a modular control framework for automatic re-
source allocation in stateful systems based on Model-Predictive Control – and demon-
strate that the same control policy can handle both periodic diurnal workloads and
unexpected workload spikes with data hotspots.

We evaluate Director on the SCADS [Armbrust et al., 2009b] storage system running
on Amazon EC2. We show that it can quickly respond to unexpected workload spikes with
data hotspots and still maintain strict performance SLO. During workloads with regular
diurnal variation, Director reduced the server costs by 16% to 41% and was close to the
optimal server allocation.

In the rest of the chapter, we first formulate the three design principles in Section 3.2 and
then describe in detail our modular control framework in Section 3.3. Section 3.4 describes
the statistical performance models used in our control framework. Section 3.5 presents the
experimental setup and results.

3.2 Approach

Many storage systems, such as HBase [Apache, 2010b], Cassandra [Apache, 2010a], or
PNUTS [Cooper et al., 2008], can be dynamically reconfigured on the fly by adding more
servers. However, they were not designed to respond quickly to changes in workload and
maintain strict performance SLO during such scale up or scale down. When running in the
cloud, application developers could reduce their server costs by coalescing the data to fewer
servers at night and releasing the unused servers. During workload spikes, the system could
be automatically scaled up by requesting more servers and partitioning and replicating data
according to the current workload. Our goal is to design a general control framework that
would enable such automatic scale up and scale down while maintaining strict performance
SLO.

3.2.1 Design Principles of Control Policy

Any control policy for automatic resource allocation of stateful systems needs to make
two main decisions: when to act and how to act. In particular, deciding when to act
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Figure 3.1: CDFs of different statistics of request latency based on a benchmark with
flat workload against 32 SCADS storage servers. We obtained the data for the CDFs by
computing the mean, median, 90th, and 99th percentile for each 20-second interval in the
benchmark. Notice that the variance of the mean and median latency is much lower than
the variance of the 99th percentile.

corresponds to determining when the system is overloaded and needs to be scaled up or
when it is underloaded and could be scaled down. Deciding how to act corresponds to
determining how many servers should be added or removed and which data should be
moved and where.

We formulate the following three principles for designing control frameworks to allocate
resources in stateful systems automatically and maintain a performance SLO expressed using
high quantiles of latency. Principles one and two concern when to act. They are principles
of Control Theory applied to the constraints of resource allocation in stateful systems. The
third principle concerns how to act:

1. Control policy cannot use the high quantile of latency as the only reference signal;

2. Control policy needs to include a feed-forward component and model the SLO viola-
tions as a function of the reference signal; and

3. Control policy needs to take into account the amount of data copied.

Principle 1: Control policy cannot use the high quantile of latency as the only
reference signal

While closed-loop or feedback control is a popular control approach, there are two reasons
why it is inadequate for resource allocation in stateful systems. First, as we demonstrate in
Figure 3.1, high quantiles of latency have very high variance even for fixed workloads. If the
policy used such a noisy signal, it would be constantly adding new servers only to remove
them in the next iteration. It is a standard approach to smooth the noisy signal, however,
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smoothing leads to significant delays in control and late reactions by the policy and thus
causes SLO violations.

Second, even if the latency signal were not noisy, it does not tell us how much overloaded
or underloaded a server is. For example, if the latency threshold specified in the SLO is
100 ms and the current latency is 120 ms, we do not know if we need to decrease the
workload by 5% or by 50% to bring the latency below 100 ms. Similarly, if two servers both
have latency of 50 ms, could we merge their workloads and still get latency below 100 ms?
We cannot tell based only on request latency. Therefore, the control policy needs to use a
reference signal other than the high quantile of latency.

Principle 2: Control policy needs to include a feed-forward component and
model the SLO violations as a function of the reference signal

We have given reasons to use a reference signal other than the high quantile of latency,
however, the control loop still needs to maintain good performance and avoid SLO violations.
Thus, the policy needs a model, or a transfer function, that predicts whether a particular
value of the reference signal indicates an SLO violation. Such a model would also allow the
policy to quantify how overloaded or underloaded each server is. Consequently, the policy
could estimate how much data it has to move from an overloaded server or whether it can
merge two underloaded servers.

Principle 3: Control policy needs to take into account the amount of data copied

In most large-scale stateful systems, it is infeasible to replicate all data on all storage
servers. Instead, the data is partitioned across many servers and thus not all servers can
handle every request. Therefore, when adding or removing servers in stateful systems, the
policy also has to move data between servers.

Because copying data between servers is not free, the resource allocation policy needs
to take into account the amount of data copied during scale up and scale down. Copying
data is time intensive and has negative impact on performance of the storage system. We
illustrate both in Sections 3.4.2 and 3.4.3.

Model-Predictive Control

We follow these principles and propose a control framework based on Model-Predictive
Control (MPC) [Rossiter, 2003]. Our control policy uses workload as the reference signal and
uses a performance model of the stateful system that predicts whether a server can handle
a particular workload without violating the SLO. The advantage of using workload as the
policy input is that we can directly control workload on each server by moving data between
servers. We use Statistical Machine Learning (SML) to build an accurate performance model
of the system based on data collected during a benchmark.

We assume that the underlying storage system is easy to reconfigure on-the-fly. In
particular, the system needs to support AddServer and RemoveServer operations that add
a new server to the system and remove an empty server from the system, respectively. Also,
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Figure 3.2: Illustration of the MPC approach. St and St+1 correspond to the current states
(i.e., input to the controller) at times t and t+1, respectively. Tt and Tt+1 correspond to the
target states (i.e., output of the controller) at times t and t+ 1, respectively. The controller
executes one action to get from St to St+1, but then selects a new target state to adapt to
changing conditions.

the system needs to store data in small chunks, or bins, and to support the ability to move,
copy, and delete these bins. Specifically, the system needs to support three operations –
Move, Copy, and Delete – that move a single bin between two servers, copy a bin from one
server to another, and delete a bin from a server, respectively. The Move operations will
be used to partition the data, the Copy and Delete operations will be used to create and
remove additional bin replicas.

The control policy monitors workload to the individual data bins. As we demonstrated
in the previous chapter, workload spikes on stateful system create data hotspots that could
overload individual servers. By using the per-bin workload metrics, the policy could quickly
identify the hotspot and move the corresponding data to a server with enough spare capacity.
Using per-bin metrics also allows us to respond to a data hotspot with resources proportional
to the magnitude of the spike, instead of resources proportional to the total data size. We
discuss the size of the bins in Section 3.3.1.

If per-bin workload metrics were not available, the policy would have to use a per-server
metric, such as CPU utilization or workload, to identify the hotspot. One option would be
a split-in-half policy, where half the data of an overloaded server is moved to a new server.
However, if using only per-server load metrics, the policy would not know how hot each
of these halves is. Such policy might require several iterations to identify the hotspot and
would thus take much longer to respond and would copy much more data than necessary.

In MPC, the controller uses a model of the system and its current state to compute the
(near) optimal sequence of actions of the system that maintain the desired constraints. To
simplify the computation of these actions, MPC only considers a short receding time horizon.
The controller then executes only the first action in the sequence and then uses the new
current state to compute a new sequence of actions. Thus, in each iteration, the controller
reevaluates the system state, computes a new target state and starts moving towards it to
adjust to changing conditions. We illustrate MPC in Figure 3.2.

Like MPC, our policy considers the current workload and data layout and computes a
target data layout that does not violate the SLO and minimizes the number of allocated
servers. The policy outputs a set of actions that change the layout from the current one to
the target one, and starts executing them. However, if some actions do not finish within
a short period of time, the policy cancels them and uses the most recent data layout and
workload measurements to compute a new layout target.
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Figure 3.3: The Director control framework consists of four main modules: workload fore-
casting, control policy, performance model, and action scheduler.

3.3 Director Control Framework

Our control framework based on MPC consists of four main modules: workload forecast-
ing, control policy, performance model, and action scheduler (see Figure 3.3). The workload
forecasting module monitors the workload to the system, smoothes it, and uses the cur-
rent and historic workload data to make predictions about future workload. Control policy
uses the performance model to detect overloaded servers and moves data away to decrease
workload on these servers. Finally, the action scheduler schedules the data copy actions to
minimize their impact on performance. We describe the performance model in Section 3.4
and the remaining modules in the following subsections.

3.3.1 Workload Monitoring and Forecasting

The goal of workload monitoring and forecasting is to provide the policy with detailed
information on workload for different parts of the full data range. The control policy uses this
information together with the performance model to determine which servers are overloaded
or underloaded, which bins of data to move and where to move them. This detailed workload
information is necessary to reduce data copying, as stated in the third principle. The
workload is represented by a workload histogram that contains workload request rates for
individual request types for each data bin.

The total number of bins is a parameter of the control framework. Setting the value
too low or too high has its drawbacks. With too few data bins, the control policy does not
have much flexibility in how it moves data from overloaded servers and might have to copy
more data than necessary. Having too many data bins increases the load on the monitoring
system and running the control policy might take longer since it would have to consider more
options. In practice, we found that having on average five to ten bins per server provides a
good balance.

Because storage systems often handle very high workload rates – in our case, 7,000
requests per second per server – to further reduce the impact of workload monitoring, we
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Figure 3.4: The actual raw workload volume during an experiment from Section 3.5 and
workload smoothed with parameters αup = 0.9, αdown = 0.1 and safety buffer of 0.3. For
example, notice the spike in raw workload at 22:45. Because of high αup value, the smoothed
workload quickly increased, but decreased more slowly because αdown has a low value.

only monitor a small fraction, WS, of all requests. For each sampled request, we monitor
the key it accessed and its latency. We use Chukwa [Rabkin and Katz, 2010] to collect the
monitoring data and compute the workload on each bin every Tdata seconds in a central
location. The output of this processing step is a raw workload histogram that represents the
workload rates of different request types in each bin during the most recent time interval.

We feed the raw workload histogram into the workload forecasting module which pro-
cesses the sequence of raw histograms and applies smoothing, historic forecasting, or work-
load prediction. In our implementation of the workload forecasting module, we concentrate
mostly on smoothing the workload in each bin so the control policy does not react to tiny
spikes in workload. To smooth the workload, we use hysteresis as is standard practice in con-
trol systems. Because we want to respond quickly to workload spikes and then slowly scale
down, we apply hysteresis with two parameters: αup and αdown. If the workload increases
compared to the previous value of the smoothed workload, we smooth with parameter αup,
otherwise we smooth with αdown. We perform smoothing independently in each bin and also
add a safety buffer by multiplying the workload by a constant greater than 1. You can see
example of the smoothed workload in Figure 3.4.

We note that the variance of workload is much smaller than the variance of the 99th

percentile of latency. For example, we obtained the CDF of the 99th percentile of latency
on Figure 3.1 on page 29 from a benchmark with flat workload with no variance. We use
hysteresis mainly to prevent the system from scaling down very quickly.

3.3.2 Control Policy

The goal of the control policy is to change the configuration of the storage system to
minimize the number of servers in use while maintaining the performance SLO. The policy
considers the smoothed workload histogram and the current data layout on the storage
system and outputs a set of actions that change the system configuration. When handling
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Run every Tpolicy seconds:

1. if some actions are still running

(a) if less than Tblock seconds since we started the actions, stop

(b) else cancel all unscheduled actions, wait until all running actions complete and
continue

2. estimate workload on each server and classify servers as overloaded or underloaded

3. for each overloaded server S

(a) if S only stores one range, add more replicas of that range

(b) else if a single server cannot handle workload on the hottest bin B on S:

i. move B to an empty server

ii. add more replicas of B

(c) else move bins B from server S (starting with the hottest bin) to the most-loaded
underloaded server that can still accept bin B until S is not violating SLO

4. for each underloaded server S that is not scheduled to receive any new data (from
step 3), sorted by increasing workload

(a) if S contains only a single bin replica, remove the bin if no longer necessary

(b) else for each bin B on S

i. move B to most-loaded underloaded server with workload higher than S that
can still accept B

ii. if cannot move B, leave it on S

5. add or remove servers as necessary, based on previous actions

Figure 3.5: Control policy pseudocode.
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an overloaded server, we first consider partitioning data on the server and only create replicas
if the server has a single bin that cannot be split. This general policy minimizes the amount
of copied data and avoids creating unnecessary replicas.

Given the information on the workload in each data bin, the number of servers would be
minimized by solving a bin-packing problem – packing the data bins into servers – which
is an NP-complete problem. While approximate algorithms exist, they typically do not
consider the current locations of the bins and could thus completely reshuffle the data on
the servers, which would be a costly operation. Instead, our policy is based on a greedy
heuristic that moves data away from the overloaded servers and attempts to coalesce the
underloaded servers.

The policy uses steady-state and copy-duration performance models to make its decisions
(see the second principle in Section 3.2.1 on page 28). The steady-state model predicts
whether a storage server can handle a particular workload without violating the performance
SLO. The policy uses this model to compute which servers are overloaded and to find servers
that have enough spare capacity to accept additional workload.

To simplify the reasoning about the state of the system, the policy does not run until
all the data copy actions have completed. However, if actions took many minutes to finish,
they could block the policy from running and prevent it from responding to sudden changes
in workload. Therefore, the policy uses the copy-duration model to estimate the duration
of the actions and splits long-running actions into shorter ones. If some of the actions do
not complete within a short time period, Tblock, the policy cancels them so it can respond
to changes in workload.

Finally, to avoid waiting for new servers to boot up during a sudden workload spike, the
policy maintains a pool of hot-standby servers of size H. These servers are already running
the storage system software, but are not serving any data. Hot-standbys are particularly
useful for handling data hotspots when replicas of a bin require a new empty server. If no
hot-standbys were available, to respond quickly to a data hotspot would require moving all
the cold bins from the overloaded server instead of moving just the hot bin to an empty
server. Such operation would require moving a lot of data and would thus conflict with the
principle that the control policy has to minimize the amount of copied data.

Details of Control Policy Implementation

The policy proceeds in five steps: 1) checks if there are still any actions running, 2)
estimates the workload on each server and classifies each server as overloaded or underloaded,
3) fixes overloaded servers using data partitioning and replication, 4) merges underloaded
servers by reducing replication and coalescing data bins on the underloaded servers, and 5)
adds or removes servers based on previous steps. We describe these steps in more detail
below and summarize them in Figure 3.5 on the preceding page.

First, the policy decides whether to proceed based on the status of the previously-
scheduled actions. If no actions are running, the policy starts immediately. If some actions
are running, but it has been less than a minute since the last time the policy was run, the
policy waits. After one minute, the policy cancels any unscheduled actions, waits for any
unfinished actions to complete, and then proceeds.
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Figure 3.6: Example of the policy response to two overloaded servers. In both figures, the
columns represent the storage servers, the top bar graphs represent the workload on each
server and the dashed line represents the workload threshold obtained from the performance
model (see Section 3.4). The boxes on the bottom represent bins stored on the servers and
the two last servers marked with an “X” are the hot-standbys with no data and no workload.
In the left graph, servers 1 and 2 are overloaded. Server 1 only has one bin, which cannot
be split and thus has to be replicated to a new server – server 6 in the right graph. Server
2 has four bins. Two of them, F and P, are moved to servers 3 and 4. Because one of the
hot-standbys was allocated to the replica of A, the policy also requests a new hot-standby
server, 8.

Second, the policy uses the smoothed workload histogram and current data layout to
classify servers as overloaded or underloaded. The workload histogram represents the work-
load on the individual bins, and the data layout maps the data bins to servers that store that
bin. By combining the histogram and data layout, we can estimate the workload rate of get
and put operations on each server. We use the steady-state performance model to classify all
servers that cannot support their predicted workload as overloaded. The remaining servers
are classified as underloaded.

Third, we handle overloaded servers by using data replication and partitioning. If an
overloaded server S contains a single bin B with workload so high that B cannot be supported
on a single server, the policy places B on a new, empty server. We use the steady-state model
to compute how many replicas are necessary to handle workload to this bin and replicate
the data accordingly. If S does not contain such a hot bin, we move some bins from this
server to less loaded servers. In particular, we start with the most-loaded bin on the server
and move it to the most-loaded underloaded server. We continue moving bins until server
S can handle its own workload. Figure 3.6 illustrates this step.

Next, the policy attempts to reduce data replication and coalesce data on the under-
loaded servers. If a server S contains only a single bin replica, we remove the replica if it
is no longer needed, according to the performance model. If S contains multiple bins, we
try to move these bins to another underloaded server with load higher than server S. This
heuristic aims to move as much data as possible from the least loaded servers so that these
servers can be removed.

Finally, based on the previous steps, the policy adjusts the number of servers to maintain



37

the desired number of hot-standbys. If the workload increased and the policy used up one or
more of the hot-standbys, it requests additional servers. On the other hand, if the workload
decreased and more servers became available, the policy releases some servers. We note
that the policy does not immediately execute the data copy actions. Instead, it only creates
descriptions of these actions and feeds them to the action scheduler.

3.3.3 Action Scheduler

On most storage systems, copying data between servers has negative impact on the
interactive workload. Section 3.4 shows that in SCADS benchmarks, the copy operation
affects the target server significantly, but the source server is largely unaffected. Therefore,
executing all data copy actions concurrently might overwhelm the system and reduce per-
formance. On the other hand, executing the actions sequentially minimizes the impact on
performance, but is very slow.

Just as data replication can improve the steady-state performance of storage systems,
replication is also beneficial during data copy. We use an action scheduling policy that
executes actions as concurrently as possible, subject to the constraint that each data bin
has at least one replica on a server that is not affected by data copy. When an action
completes, we go through all the remaining, unscheduled actions and schedule those that
do not violate any constraint. This ensures that each bin has at least one replica with good
performance.

3.3.4 Setting Values of the Control Policy Parameters

Table 3.1 on the following page summarizes the parameters of the control framework.
Here we describe how we set the values of the parameters, the trade-offs associated with
each parameter, and how one could tune the parameter values to improve the control policy.

Workload sampling fraction controls the fraction of the requests that are used for
estimating the workload on the individual servers. Using too few requests would result in
inaccurate and noisy estimates of the workload and might thus cause oscillations in the
policy actions. On the other hand, using too many requests could overload the monitoring
system or have impact on the interactive requests. In practice, we found that 2% sampling
provided good estimates of the workload without decreasing performance noticeably.

We point out that the monitoring framework we used, Chukwa [Rabkin and Katz, 2010],
processed the individual requests in a central location, thus creating a bottleneck. In our
experience, increasing the sampling fraction would overload the central server, which caused
delays in the delivery of monitoring data. Aggregating the requests on the individual storage
servers would enable us to monitor all the requests with little impact on performance.

Monitoring period controls the frequency of receiving workload updates and is mostly
constrained by the properties of the monitoring framework. Because our control framework
uses hysteresis to aggregate workload information over time, it could use arbitrarily short
monitoring periods. In real deployments, web site operators typically monitor their data-
centers at one-minute intervals. We set our monitoring framework to report workload every
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Parameter Description Value used in experiments
Workload smoothing

WS workload sampling fraction 2%
number of data bins per server 5 - 10

Tdata monitoring period 20 seconds
αup smoothing up 0.9
αdown smoothing down 0.1

safety buffer 0.1
Policy

Tpolicy policy period 20 seconds
Tblock max policy blocking time 1 minute

max action duration 1 minute
H number of hot-standbys 2

Table 3.1: Control framework parameters.

20 seconds to allow the policy to quickly respond to changes in the workload.
Average number of data bins per server adjusts the granularity of workload mon-

itoring as well as the granularity of data copy and move actions. Using too few data bins
would not allow the policy to isolate small data hotspots. This would lead to unnecessary
data copying in conflict with our third principle. Using too many bins would increase the
amount of monitoring data. In our experiments, we found that using more than five or ten
bins per server did not further reduce the amount of data copied.

Smoothing parameters and the safety buffer control the hysteresis of the workload
rate on each data bin and overprovisioning of the system, respectively. Values of these pa-
rameters significantly affect the number of SLO violations and the server cost. For example,
setting αdown too high provides little workload smoothing when the workload drops, which
forces the policy to scale the system down quickly and can lead to SLO violations later.
Setting the safety buffer too high leads to too much headroom on each server and thus
wastes resources.

We used a control policy simulator, such as the one described in [Bod́ık et al., 2009b],
to tune the values of these parameters. The simulator takes as input a workload trace and
the values of various policy parameters, and estimates the server cost and number of SLO
violations for these parameters. The simulator uses the performance model to estimate the
latency on each server during the simulation. Local optimization methods, such as gradient
descent, could be used to find the optimal values of these parameters. Control policy
simulation is a general framework that could be used to understand the effects of arbitrary
policy parameters, such as the policy blocking time and the number of hot-standby servers
described below.

Policy period controls how often the policy reacts to changes in workload. We use
policy period equal to the monitoring period to allow the policy to respond to each new
workload update.

Policy blocking time and maximum action duration control the amount of time
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the policy waits for actions to complete before making a new decision. Both of these should
be set to at least the duration of the policy period. However, we set their values to one
minute so that the actions are not interrupted by the policy too often, while letting the
policy to react to new workload at least once a minute.

The safety buffer parameter described above controls the overprovisioning of all storage
servers and thus helps to absorb small workload spikes on the data bins. Number of
hot-standby servers controls overprovisioning at the level of the whole storage cluster
by setting aside empty servers that can be added instantly to the cluster. For our policy,
hot-standbys are particularly useful when creating additional replicas for a data hotspot.
Because new replicas require empty servers, using hot-standbys avoids waiting for new
servers to boot up.

The actual number of hot-standbys could be computed based on the workload spike that
the website should be able to handle. For example, if the throughput of a single server
is 7,000 requests per second, using two standbys allows the policy to quickly respond to a
hotspot with 14,000 requests per second on one data bin.

3.3.5 Summary of Control Policy

Our approach to dynamic resource allocation in stateful systems is based on MPC.
The proposed model-based control framework consists of four basic modules: workload
smoothing and forecasting, control policy, performance model, and action scheduler. While
our particular implementation of these modules is not necessarily the most suitable one for
all storage systems, each module could be replaced without affecting the other modules.

Compared to closed-loop, model-free approaches, model-based control offers two main
advantages. First, our policy does not exhibit oscillatory behavior because it does not
respond to request latency, which could be affected by its previous actions. Second, we use
the system performance model to measure the load on each server relative to the specified
performance SLO. This, in turn, enables us to estimate how much data we have to move
from an overloaded server or how much capacity is left on each server.

When applying this framework to a different storage system, the individual components
could be tweaked based on the performance of that system and the type of workload it has
to handle. The workload forecasting module could detect trends in the workload and make
predictions about future workload volume. Or, if the target workload has a strong periodic
component, historic forecast could be incorporated to workload forecasting which would
enable the policy to prepare for the workload spikes ahead of time. To take advantage
of heterogeneous computing resources offered by Cloud Computing providers, one could
create different performance models for each server type and augment the policy to take
advantage of all the available server types. Finally, depending on the impact of data copy
on performance, available network bandwidth, and the amount of data on the servers, the
action scheduler could be replaced with one that copies the data at different rates and with
different level of concurrency.

Our model considers workload per server to be the main factor affecting system per-
formance. However, there are other bottlenecks or constraints in storage systems, such as
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the amount of data and the network throughput, and the policy could consider these as
additional reference signals. As stated in the second principle, one would have to build a
model that predicts SLO violations based on these features. For example, how much net-
work activity can the servers and the switches handle without affecting the high quantiles
of request latency?

3.4 Performance Models

MPC reacts directly to changes in workload, instead of latency, but still needs to maintain
SLO expressed using the high quantiles of request latency. Therefore, the policy needs a
model that accurately predicts whether a server can handle a particular workload without
violating the performance SLO (see the second principle in Section 3.2.1 on page 28). Using
the predicted workload and the model, the policy determines which servers are overloaded
and moves data from them to less loaded servers. The policy also uses a model of duration
of the data copy operations to create short copy actions.

An MPC control policy using an inaccurate performance model could allocate either
too many or too few servers for the storage system. If the model is too optimistic and
overestimates the workload the system can handle, the control policy would underprovision
the system which would lead to increased request latency or even failed requests. If the model
is too pessimistic and underestimates the workload the system can handle, the policy would
overprovision and thus waste computing resources. While using the safety buffer and hot-
standbys also overprovisions the system, we control exactly how much it is overprovisioned.
An incorrect model could potentially over- or underprovision by an order of magnitude.
Because there is no explicit feedback loop in our MPC control framework, an accurate
performance model is a necessity.

One of the standard approaches to performance modeling is using analytical models
based on networks of queues [Urgaonkar et al., 2005a]. These models, however, require
detailed understanding of the system and often make strong assumptions about the request
arrival and service time distributions. Consequently, analytical models are difficult to con-
struct and their predictions might not match the performance of the system in production
environments.

Instead, we use statistical and machine learning methods to create accurate models of
system performance. We benchmark both the steady-state performance of the system as
well as duration of copy operations and their impact on latency and we use the measured
data to fit statistical models.

It is well known that performance of the system in an offline benchmark often does
not match the performance in a production environment [Allspaw, 2008]. This disparity
is mostly caused by difficulty to reproduce the production workload in a test deployment
of the system. Building SML models from such offline benchmarks might lead to incorrect
predictions and thus to incorrect decisions of the control policy. While in this section we
use offline benchmarks to collect training data, an alternative approach would be to use
performance exploration, which probes the system in a production environment and thus
collects accurate performance measurements. We demonstrated such an approach in [Bod́ık
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et al., 2009a].

3.4.1 Steady-state Performance Model

The goal of the steady-state performance model is to predict whether a server can handle
a particular workload without violating the performance SLO. The policy uses this model
to detect overloaded servers and decide where to move data from overloaded or underloaded
servers. The performance SLO that we consider in this chapter is of the following form: kth

percentile of request latency over L-minute intervals should be less than X milliseconds. The
procedure for building the performance model is parameterized by k and X. For example,
decreasing the value of X would result in a model that allows less workload on each server.
In this section we use k = 99 and X = 100, which are typical values used in SLOs.

The model uses the request rates of both get and put operations as input. In SCADS, all
the data is stored in memory, which means we do not have to model accesses to disk or the
disk cache. While the performance of SCADS could be affected by network utilization or
activity of other virtual machines running on the same physical servers, we do not consider
them in the model. In Cloud Computing environments, we do not have control over the
network or activity of other users.

We collected the data for this model in a benchmark on four SCADS storage servers.
We increased the workload linearly from 2,000 to 10,000 requests per second per server and
used four different workload mixes of get and put operations: 50% gets/50% puts, 80%/20%,
90%/10%, and 95%/5%. These workload mixes are comparable to workloads used in Yahoo’s
storage benchmark [Cooper et al., 2010]. For each workload mix, we collected a dataset
R = {(wi, si)}, where wi represents the workload rate on one server during a 20-second
time interval and si represents the fraction of requests slower than 100 ms during the same
interval.

To visualize the dependency between workload on the server and fraction of slow re-
quests, we group wi’s into buckets of width of approximately 200 requests per second and
compute the average and standard deviation of si for each bucket. The top two graphs on
Figure 3.7 show the performance of SCADS for the 80% and 95% workload mixes1. Notice
that performance degrades significantly around 6,000 and 7,000 requests per second. How-
ever, the variance is high even for much lower workloads and is often above the threshold
of 1%.

In stateful systems, data replication is often used to achieve better performance. For
example, with two replicas of each data range, a user request would be forwarded to both
replicas and the faster response would be sent back to the user. Using additional replicas
thus reduces the probability that the user request will be slow [Dean, 2010].

We use a sampling procedure that simulates the execution of user requests with 2 or 3
replicas to create new datasets R2 and R3 from R. For N replicas, we repeatedly sample
N points from a single workload bucket in dataset R; pi = (wi, si) for i ∈ {1, . . . , N}. The
user request would be slow only if all the requests to the N replicas are slow. Assuming
that all the servers behave independently, the probability of the user request being slow is

1“Mix of N%” means N% of gets and (100-N)% of puts.
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Figure 3.7: The x-axis represents the workload in requests per second, the y-axis represents
the fraction of requests slower than 100 ms on a log scale, and the dashed horizontal line
represents the 1% threshold performance SLO. For each workload bin, the average fraction
of slow requests is represented by a dot and the error bar represents two standard deviations.
The graphs on the left and right show data for 80% and 95% workload mixes, respectively.
The three rows show different numbers of replicas.
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Figure 3.8: The training data and throughput model for one, two, and three replicas. On
the each graph, the x- and y-axes represent the request rates of get and put operations,
and the small dots and large squares represent workloads that the server can and cannot
handle, respectively. The four “rays” in each figure represent four different workload mixes:
from top-left to bottom-right, 50%, 80%, 90%, and 95%. The diagonal lines represent the
boundary between acceptable and unacceptable performance, according to the fitted model.

∏
i si. We thus add point (1/N

∑
iwi,

∏
i si) to the RN dataset. Performance of SCADS

estimated using this sampling technique is presented in rows two and three in Figure 3.7.
Notice that the fraction of slow requests drops significantly, well below the threshold of 1%.

We use datasets R, R2, and R3 as training data for logistic regression to create a linear
classification model of SCADS performance. The model uses two features: the workload
rate of get and put requests. We obtain the binary class variable by discretizing the fraction
of slow requests in each workload bucket into high or low based on the threshold specified in
the performance SLO (dashed, horizontal line in Figure 3.7). The resulting binary datasets
and the fitted linear logistic regression models are presented in Figure 3.8; notice that with
more replicas the servers can support higher workload and still maintain the SLO.

3.4.2 Effect of Data Copy on Performance

While our control policy does not directly consider the effects of data copy on system
performance during real-time decisions, we considered these effects when designing the policy
and the action execution modules. Here we present the results of a benchmark where we
measured these effects.

In the benchmark, we varied the workload mix, workload rate, and the copy rate of the
SCADS copy operation. We used two servers and each trial consisted of copying 10MB
of data between them. While the copy operation was in progress, we also ran a workload
against both servers with rates of 4,000, 6,000, and 8,000 requests per second per server. We
used workload mixes of 50%, 80%, 90%, and 95% and copy rates of 100 kB, 250 kB, 500 kB,
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Figure 3.9: Performance of gets during a copy operation on the source and target servers (left
and right, respectively). The x-axes represent the copy rate (in log scale), y-axes represent
the fraction of requests slower than 100 ms (in log scale), and the horizontal line represents
the 1% SLO threshold. The three lines show the average fraction of slow requests across
the five iterations for different workloads on the servers.

1 MB, 2 MB, and 4 MB per second. For each combination of workload rate, workload mix,
and copy rate, we ran five iterations of each trial and recorded the duration of the copy
operation and performance on both the source and target servers.

Figure 3.9 presents the performance data for 95% workload mix. Notice that the effect
on latency on the source server is small because it only performs data reads, which are
cheaper than writes. On the target server, there is a clear trend – faster copy rates affect
the latency more.

3.4.3 Model of Copy Duration

To avoid creating long copy actions which would take many minutes to complete and
to react rapidly to changes in workload, our control policy creates short actions. While the
copy operation in SCADS has a target copy rate parameter, the actual copy rate is often
lower because of activity on both servers. To allow the policy to estimate the duration of a
copy action, we build a model that predicts the copy rate factor – the ratio of actual and
target copy rates. A copy rate factor of 0.8 means that the copy operation achieved only
80% of the target copy rate. Given the target copy rate and estimated copy rate factor, we
compute the actual copy rate and thus the duration of the copy operation.

We use data from a benchmark described in the previous section to fit the model of
the copy rate factor. Figure 3.10 illustrates that the target copy rate, workload rate and
workload mix all have impact on the copy rate factor. We model the copy rate factor using
linear regression with features linear and quadratic in the target copy rate and get and put
request rates. As in the steady-state performance model, we ignore the network utilization
and activity of other VMs.
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Figure 3.10: Actual copy rates obtained by benchmarking the SCADS storage system. X-
axes represent the target copy rate.

3.4.4 Summary of Performance Models

In summary, we created two models: steady-state and copy-duration. The steady-state
model uses the get and put workload rates on a single server as features, and predicts
whether the server can handle that workload without SLO violations. The copy-duration
model takes workload, target copy rate, and data size as input, and predicts the duration
of the copy operation. Both of these models are inputs to the policy.

3.5 Experimental Results

In this section we demonstrate that our proposed control framework can respond to
unexpected workload spikes as well as to diurnal workload changes by dynamically adjusting
the configuration of a stateful system while maintaining a strict performance SLO. We chose
these two workloads because they represent the two main scenarios where our proposed
control framework could be applied.

Unexpected workload spikes with data hotspots are difficult to handle in stateful systems
because the location of the hotspot is unknown before the spike. Therefore, statically
overprovisioning for such spikes would be very expensive. Instead, we demonstrate that our
control framework can quickly respond to such spikes and maintain good performance even
during the spike ramp up.

As we demonstrated in the previous chapter (Section 2.3 on page 8), most of the workload
during a spike in a stateful system is concentrated in a few hotspots. It is relatively easy for
our control policy to react to such spikes because only a very small fraction of the data has
to be replicated. We can thus handle a spike with data hotspots with resources proportional
to the magnitude of the spike, not proportional to the size of the full dataset.

Our spike workload is based on the statistics of the “9/11 spike” experienced by CNN.com
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as a result of terrorist attacks on September 11, 2001 [LeFebvre, 2001], where the workload
increased by an order of magnitude in 15 minutes, which corresponds to about 100% increase
in 5 minutes. We simulate such workload by using a flat, one-hour long period of the
Ebates.com workload [Bod́ık et al., 2005] to which we add a workload spike with a single
hotspot. During a five minute period, the aggregate workload volume increases linearly by
a factor of two, but all the additional workload is directed at a single object in the system.
Using the terminology of the previous chapter, this spike has a single hotspot, time of peak
of 5 minutes, and relative increase in aggregate workload of 2.0. To handle this spike, our
control policy dynamically creates eight additional replicas of the hottest data bin.

We further demonstrate that the same control policy can reduce the server cost during
diurnal workloads. In our experiment, the request rate profile of the diurnal workload is
based on a 24-hour period from the Ebates.com workload [Bod́ık et al., 2005]. The popularity
of the individual objects is sampled from the Zipf distribution and remains constant during
the experiment. To reduce the duration of the experiment, we replay the 24-hour period in
two hours.

To compensate for the 12x faster workload, we reduce the server boot-up time, server
charge interval, and total data size also by a factor of 12 while keeping the copy rate the
same. Because we cannot shorten the monitoring interval and the policy will take the same
time to execute, we still run the policy with a period of 20 seconds, which would correspond
to a 4-minute period in real workload.

We replay both workloads against SCADS running on 20 m1.small2 instances on Amazon
EC2 [Amazon.com, 2010] and use 60 additional servers to generate load. We split the full
data range into 200 bins and use replication factor of two for improved performance; each
get request is sent to both replicas and we count the faster response as its latency. We
do not consider the latency of put requests in this work. Even though the benchmarks in

2An m1.small instance has 1.7 GB of memory, 1 EC2 Compute Unit, and 160 GB of storage.

Parameter Value for spike
Value for diurnal
workload

server boot-up time 3 minutes 15 seconds
server charge interval 60 minutes 5 minutes
server capacity 800 MB 66.7 MB
size of 1 key 256 B 256 B
total number of keys 4.8 million 400 thousand
number of replicas 2 2
total data size 2.2 GB 196 MB
copy rate 4 MB/s 4 MB/s
policy execution period 20 seconds 20 seconds

Table 3.2: Various parameters for the spike and diurnal workload experiments. We replay
the diurnal workload with a speed-up factor of 12 and thus also reduce the server boot-up
and charge intervals and the data size by a factor of 12.
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Section 3.4.2 on page 43 showed that copying faster than 100kB/sec increases the probability
of SLO violations, in our experiments we use a copy rate of 4MB/sec. The availability of two
replicas of each bin, combined with our action execution policy, reduce the impact of data
copying. Our performance SLO is based on latency threshold of 100 ms and we report SLO
violations for different quantiles and time intervals. Table 3.2 summarizes the experiment
parameters.

3.5.1 Workload Spikes with Data Hotspots

Figure 3.11 on the following page summarizes the workload, 99th percentile of latency,
and number of servers during the spike workload. The policy first takes advantage of the
two hot-standbys and moves the two existing replicas of the hot bin to these servers. As
the workload increases even more, it requests three extra servers and creates three more
replicas. Eventually, the policy creates total of eight additional replicas of the hot bin.

Because our performance SLO is parameterized by the latency threshold, latency quan-
tile, and duration of the SLO interval, we present the performance of the system for different
combinations of these parameters. We keep the latency threshold fixed at 100 ms and vary
the quantile and the interval (see Figure 3.12 on the next page). We make two observations.
First, as expected, higher latency quantiles result in more violations. Second, it is more
difficult to maintain an SLO with shorter time intervals.

If we wanted to overprovision SCADS to handle such a spike with a data hotspot on
an arbitrary data bin, we would have to create eight additional replicas of all bins, which
would be too expensive. Because our policy monitors workload on each bin, it can respond
to spikes with data hotspots using resources proportional to the magnitude of the spike,
instead of proportional to the size of the full dataset. As demonstrated in the previous
chapter, workload spikes have very few hotspots and the policy thus needs to create replicas
of only a few bins.

3.5.2 Diurnal Workload

We performed experiments with the diurnal workload using two different safety buffer
parameters (see Section 3.3.1 on workload smoothing). With a safety buffer of 0.3, the
smoothed workload is multiplied by a factor of 1.3, which offers more headroom and the
system can thus better absorb small spikes in the workload. A safety buffer of 0.1 provides
less headroom and thus higher savings at the cost of more SLO violations.

We compare the results of our experiments with the optimal resource allocation and two
fixed allocations. In the optimal allocation, we assume that we know the exact workload in
each of the 200 data bins during the whole experiment and compute the minimum number
of servers we would need to support this workload for each 5-minute interval. The optimal
policy assumes that moving data is free and thus provides the lower bound on the number
of compute resources required to handle this workload without SLO violations.

The fixed-100% and fixed-70% allocations use a constant number of servers during the
whole experiment. Fixed-100% assumes that we know the exact peak of the workload and
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computes the number of servers based on the peak workload and the maximum throughput
of each server (7,000 requests per second, see Section 3.4.1). The number of servers of the
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Figure 3.11: Summary of workload and
performance during the experiment with
the spike workload. First row: aggregate
request rate during the spike. The rate
doubled between 5:12 and 5:17. Second
row: request rate for all 200 data bins; the
rate for the hot bin increased to approxi-
mately 30,000 requests per second. Third
row: 99th percentile of latency during the
experiment along with the 100 ms thresh-
old (dashed line). Bottom row: number
of servers over time. The control policy
keeps up with the spike during the first few
minutes, then latency increases above the
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Figure 3.13: Left, workload (solid line) and number of servers assuming the optimal server
allocation and two fixed allocations during the diurnal workload experiment. Right, optimal
server allocation and two elastic Director allocations with safety buffers of 0.3 and 0.1.

fixed-100% allocation is identical to the maximum number of servers used by the optimal
allocation. Fixed-70% also uses the exact peak of the workload, but runs the servers at only
70% of their capacity (i.e., 7, 000 ∗ 0.7 = 4, 900 requests per second). Fixed-100% is the
optimal fixed allocation, but in practice, datacenter operators often add more headroom to
absorb unexpected spikes.

Figure 3.13 shows the actual workload profile and the number of servers used by the
different allocation policies: optimal, fixed-100%, fixed-70%, and our elastic policy with
safety buffers of 0.3 and 0.1. Figure 3.14 summarizes performance and SLO violations. The
control policy with a safety buffer of 0.1 achieves savings of 16% and 41% compared to the
fixed-100% and fixed-70% allocations, respectively.

The optimal resource allocation uses 175 server units, while our policy with a safety
buffer of 0.1 uses 241 server units. However, recall that our control policy maintains two
empty hot-standby servers to quickly respond to data hotspots that require replication.
The actual number of server units used by our policy for serving data is thus 1913, which is
within 10% of the optimal allocation.

3.5.3 Summary of Results

In this section, we demonstrated that our control framework can respond to both work-
load spikes with data hotspots and workloads with regular diurnal variation. In the first
experiment, our policy quickly responded to a spike comparable to one of the worst recent

3The experiment has a total of 25 5-minute server-charging intervals which yields 50 server units used
by the hot-standbys.
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(top left) and 0.1 (top right). See Figure 3.12 on page 48 for explanation.

spikes. It added eight additional replicas of the hot data bin and thus restored the perfor-
mance of the system within two minutes. In the second experiment, the policy scaled the
system up and down in response to a regular diurnal workload and would thus reduce the
cost by 16% to 41%. We note that we used the same mechanism and the same policy to
handle both workload scenarios.

3.6 Related Work

Much has been published on dynamic resource allocation for stateless systems such as
Web servers or application servers [Chase et al., 2001; Urgaonkar et al., 2005b; Liu et al.,
2006; Kusic et al., 2008; Hellerstein et al., 2008; Tesauro et al., 2006]. However, most of
that work does not directly apply to stateful systems since the control polices for stateless
systems do not have to consider data partitioning and replication. Also, copying data
between servers takes time and negatively impacts performance of the system.

Recently, there has been work on power-proportional storage systems – such as Sierra
[Thereska et al., 2009] and Rabbit [Amur et al., 2010] – which consume power that is
proportional to the workload. Both papers target large file systems, such as HDFS or GFS,
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which store terabytes of data per server and thus cannot migrate all data from a single
server on-the-fly. The approach that both papers take is to first provision the system for
the peak load with multiple replicas of all data and then turn off servers when the workload
decreases. These system thus cannot respond to workload spikes taller than the provisioned
capacity or to data hotspots that affect individual servers. If the workload significantly
exceeds the provisioned capacity, the data layout of these systems has to be changed offline.
While both papers evaluate the performance of the system under the power-proportional
control policy (Sierra uses the 99th percentile of latency), their goal is not to quickly respond
to unexpected and large workload spikes.

In Everest [Narayanan et al., 2008], the authors propose a write off-loading technique
that allows them to absorb short burst of writes to a large-scale storage system. Everest
is targeting large-scale storage servers with terabytes of data on each machine, similar to
Sierra and Rabbit, and thus cannot handle a sustained workload spike or data hotspot
because the data layout cannot change on-the-fly. Instead, Everest detects an overloaded
server by monitoring request latency and redirects the writes to less loaded servers. When
the workload decreases, the data written to the other servers is copied slowly back to their
actual target server. While the authors measure the improvement in 99th percentile of
latency during the 30 minute experiments, their goal is not to maintain strict SLO on short
time intervals.

[Chen et al., 2006] and [Soundararajan et al., 2006] propose a database replication policy
for automatic scale up and scale down. [Soundararajan et al., 2006] uses a reactive, feed-
back controller which monitors the request latency and adds additional full replicas of the
database. [Chen et al., 2006] adds a proactive controller which uses a performance model
of the system to add replicas before the latency increases.

These papers differ from our work in two main aspects. First, the performance SLO
is based on mean request latency instead of the stricter high quantile of latency. Using
mean latency hides latency spikes that would otherwise be visible. Second, both papers
assume that the full dataset fits on a single server and only consider adding a full replica
when scaling up (instead of partitioning). This implies that the system has to copy much
more data than necessary. In our approach, we split the full data range into bins, monitor
workload on each bin and move only the overloaded bins. We can thus handle a spike with
data hotspots with resources proportional to the spike, not proportional to the total size of
the data.

Distributed Hash Tables (DHTs) are decentralized distributed systems that provide
primitives for insertion, deletion, and lookup of key-value pairs [Balakrishnan et al., 2003].
Most DHTs were designed to withstand churn in the server population without affecting
the availability and durability of the data. DHTs thus contain mechanisms to automatically
partition data over new servers and to create additional replicas if servers disappear. How-
ever, quickly adapting to changes in user workload and maintaining a strict performance
SLO during such adaptation were never design goals of the DHTs. Amazon’s Dynamo [De-
Candia et al., 2007] is an example of a DHT that provides an SLO on the 99.9th percentile
of request latency, but the authors mention that during a busy holiday season it took almost
a day to copy data to a new server.
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3.7 Summary

In this chapter, we considered the problem of dynamic resource allocation in stateful
systems. Stateful systems that could be dynamically scaled up and down would be beneficial
because they could automatically add resources during workload spikes to maintain the
performance SLO and release resources at night to reduce costs. While much has been
published on dynamic resource allocation for stateless systems, such as Web or application
servers, these approaches do not apply directly to stateful systems.

We propose three principles of designing control frameworks for this problem. The first
principle states that the control policy should not use high quantile of latency as the only
reference signal. This principle is based on the observation that the 99th percentile of latency
is very noisy and using it as the only reference signal would lead to oscillations. The policy
might add more servers, only to remove them in the next iteration, or unnecessarily copy
too much data back and forth. While smoothing the latency would reduce the noise, it
would also result in delays in the controller.

As described in the first principle, the control policy should not use latency as the only
reference signal, but it still has to avoid SLO violations specified using request latency.
Therefore, the second principle states that the control policy should model SLO violations
as a function of the reference signal.

Following these two principles, we designed Director – a control framework based on
Model-Predictive Control. We use workload as the reference signal and a performance
model of the system to determine whether each server can handle its workload without SLO
violations. The performance model also helps us estimate how much data has to be moved
from an overloaded server and how much spare capacity the underloaded servers have. We
use SML techniques to fit an accurate performance model of the storage system based on
data obtained using benchmarking.

Finally, the third principle states that the control policy has to consider data movement,
because in typical storage systems, copying data between servers affects performance of the
interactive requests. In our control framework, we monitor workload on each data bin in
the system and move the hottest bins from the overloaded servers. Fine-grained workload
monitoring allows us to respond to workload spikes with data hotspots with resources pro-
portional to the magnitude of the spike, instead of proportional to the total size of the
data.

In experiments using the SCADS key-value store, we demonstrate that the Director
control framework can maintain a strict performance SLO while responding to unexpected
workload spikes with data hotspots and adjusting system resources during diurnal work-
load patterns. In an experiment with a data hotspot, the control policy quickly requests
additional servers and creates replicas of the hotspot. While the latency briefly exceeds the
specified threshold, the system quickly recovers. In an experiment with a diurnal workload,
the same policy reduces the cost by 16% to 41% and performs close to the optimal allocation
policy.

Dynamic resource allocation policy can quickly add resources in case of a spike, but steep
spikes can still overload an application and cause performance problems. Besides workload
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spikes, performance degradation and downtime can be caused by software bugs, hardware
failures, or configuration errors. Web site operators have to quickly identify the problem
and resolve it. In the next chapter, we propose a methodology for automatic resolution of
performance problems that helps operators reduce time to recovery.
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Chapter 4

Fingerprinting the Datacenter:
Automated Classification of
Performance Crises

4.1 Introduction

A datacenter performance crisis occurs when availability or responsiveness goals are
compromised by inevitable hardware and software problems [Patterson et al., 2002]. These
crises can often be automatically and quickly detected through increase in request latency
or anomalies in other standard performance metrics. However, it is usually very difficult
and time consuming for the datacenter operators to diagnose and resolve these crises due to
complexity of the underlying systems. Because the users expect uninterrupted availability
of modern web sites, quick resolution of performance crises is critical to business and web
site reputation.

Web application operators are on-call 24 hours a day, carry pagers, and must respond
within 15 minutes to performance crises [Bod́ık et al., 2006]. Their highest priority is
to restore the web application to normal operating conditions. The operators typically
diagnose the crisis by inspecting various system metrics, application logs, and alarms, and
then perform a set of resolution steps which range from restarting processes and rebooting
servers to redirecting traffic to a different datacenter.

However, as noted in [Bod́ık et al., 2006], crisis resolution does not usually fix the root
cause of the problem. Due to complexity of the system, repairing the bug and pushing the
new code to production can often take several days or even weeks. In the meantime, the same
crisis can recur many times. The same can happen if the fix is based on a misunderstanding
of the root cause [Glerum et al., 2009] or because of emergent misbehaviors due to large
scale and high system utilization1.

Crisis resolution can often be accelerated by automatically identifying the current crisis
and proposing resolution steps that resolved the same crisis in the past [Bod́ık et al., 2006;
Cohen et al., 2005]. A correct identification also avoids escalation of the crisis to higher

1Jeff Dean, Google Fellow, keynote at LADIS 2009 workshop
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management and allows the root cause analysis to be performed offline. This motivates our
crisis-identification methodology that achieves high accuracy and can be easily deployed to
large-scale datacenters. We envision that by the time the operator responds to the alarm,
she might already have a message in her inbox: “The current crisis is similar to a crisis that
occurred two weeks ago. In the former crisis, redirecting traffic to a different datacenter
resolved the problem.” If the determination of similarity were correct, the operator could
avoid tens of minutes of downtime by initiating the same recovery action.

We present a methodology based on statistical machine learning (SML) that exploits
two important properties of Web applications. First, the state and the behavior of the
system is captured by various performance metrics such as workload rate, request latency,
resource utilization, or other application-level metrics. Because many metrics are collected
from large number of servers, it is often difficult and time-consuming for human operators
to process them, and statistical methods are required to analyze the data. Second, most
systems behave normally most of the time, which allows us to create statistical models of
normal system behavior and detect deviations from this model.

The main idea of our crisis-identification methodology is to automatically capture the
patterns of all past performance crises using crisis fingerprints and identify the current crisis
by comparing its fingerprint to past crises. A crisis fingerprint is created by first selecting a
set of metrics relevant to this crisis and then comparing their typical values during normal
periods to values during the crisis. The fingerprint thus efficiently captures the state of the
datacenter during the crisis and uniquely identifies the crisis by representing the change in
values of a small set of metrics. We find past crises that are similar to the current one
and thus retrieve information about how this crisis was resolved in the past. If no crisis is
similar to the current one, we label it as “new type of crisis”; this information is also useful
to operators as they can immediately concentrate on debugging the new crisis. Our process
for creating and comparing fingerprints scales to very large clusters of thousands of servers.

We use stringent accuracy criteria to validate the approach on four months of data from
a production datacenter with hundreds of servers. Our results clearly establish that:

1. When used in a fully-operational setting, our approach correctly identifies 80% of
previously seen crises and, on average, identifies the crises ten minutes after they were
detected. In contrast, the operators of the datacenter have informed us that automatic
identification is still useful up to one hour after a crisis begins, so in 80% of the cases
our approach could have reduced the crisis duration by as much as 50 minutes.

2. When given access to all future data, the fingerprints almost optimally discriminate
among the different types of crises. These experiments validate that a fingerprint
based on collected performance metrics is an effective and compact representation of
the datacenter state.

3. The subset of metrics automatically selected and summarized by our approach iden-
tifies crises better than competing approaches representative of both current industry
practice and the most closely related work [Cohen et al., 2005] which uses a different
statistical selection method.
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4. Our approach clearly quantifies tradeoffs among false positives, accuracy of identifica-
tion, and time to identification.

To the best of our knowledge, this is the first time such an approach has been applied
to a large-scale production installation with rigorous validation using hand-labeled data.

4.2 Problem and Approach

A typical datacenter-scale user-facing application runs simultaneously on hundreds to
thousands of machines. In order to detect performance problems and perform postmortem
analysis after such problems, several performance metrics are usually collected on each ma-
chine every epoch (i.e., a short time interval ranging from one to several minutes). Wide
variation exists in what is collected and at what granularity; packages such as HP Open-
View [HP, 2010], Ganglia [Massie, 2004], and others provide off-the-shelf starting points.
Since large collections of servers execute the same code, under normal load balancing con-
ditions the values of these metrics should come from the same distribution; as we will show,
we use this intuition to capture the state of each metric and identify unusual behavior.

A small subset of the collected metrics may be key performance indicators (KPI’s) whose
values form part of the definition of a contractual service-level objective (SLO) for the
application. An SLO typically specifies a threshold value for each KPI and the minimum
fraction of machines that have to satisfy the requirement over a particular time interval.
For example, an SLO might require that the end-to-end interactive response time be below
a certain threshold value for 99.9% of all requests in any 15-minute interval on at least 90%
of all servers.

A performance crisis is defined as a prolonged violation of one or more specified SLO’s.
Recovery from the crisis involves taking the necessary actions to return the system to an
SLO-compliant state. If the operators can recognize that the crisis is of a previously-seen
type, a known remedy can be applied, reducing overall recovery time. Conversely, if the
operators can quickly determine that the crisis does not correspond to any previously seen
incident, they can immediately focus on diagnosis and resolution steps, and record the result
in case a similar crisis recurs.

Our goal is to automate the crisis identification process by capturing and concisely
summarizing the subset of the collected metrics that best discriminate among different
crises. We next describe our process for doing this, called fingerprinting the datacenter, and
define a similarity metric between two fingerprints to identify recurring problems.

4.2.1 Fingerprint-based Recognition

A crisis fingerprint is a vector representing the performance state of a datacenter appli-
cation that characterizes important aspects of a performance crisis. It is based on values
of performance metrics and, intuitively, it characterizes which metrics’ values have signifi-
cantly increased or decreased on a large fraction of the application servers compared to their
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normal values. There are five steps to our fingerprint-based recognition and identification
technique.

1. We summarize the values of each performance metric in a particular epoch across all
the application servers by computing one or more quantiles of the measured values
(such as the median of CPU utilization on all servers). We call these quantiles the
metric quantiles. As we discuss in Section 4.2.2, this summarization scales well with
the number of servers.

2. Based on the past values of each metric quantile, we characterize its current value
as hot, normal, or cold, representing abnormally high, normal, or abnormally low
value, respectively. This process results in a summary vector containing one element
per tracked quantile per metric, indicating whether the value of that quantile is hot,
normal, or cold during that epoch. We discuss this step and the choice of hot and cold
thresholds in Section 4.2.2.

3. We identify relevant metrics whose quantile behavior distinguishes normal perfor-
mance from the performance crises defined by the SLO’s. The metric selection process
is described in Section 4.2.3. This subset of the summary vector for a given epoch is
the epoch fingerprint. We show that using our subset of metrics outperforms using all
metrics and using the three KPI’s selected by the operators.

4. Since most crises span multiple epochs, we show how to combine consecutive epoch
fingerprints into a crisis fingerprint. We use Euclidean distance to determine whether
fingerprints of two crises correspond to the same underlying problem. These steps are
described in Section 4.2.4.

5. Finally, we observe that in a real operational setting, crises appear sequentially and
identification of a crisis can be based only on information obtained from previous
crises. We hypothesize that crisis identification will be improved through adaptation
— updating identification parameters each time a correctly-labeled crisis is added to
the dataset. The adaptation procedure is described in Section 4.2.5.

4.2.2 Hot and Cold Metric Quantiles

In the first step, we compactly represent the values of each metric on all servers during
a particular epoch. Because servers of the same application typically run the same code,
we summarize the metric values across all servers using several quantiles of the observed
empirical cumulative distribution over an epoch. Figure 4.1 on the following page illustrates
using the median of the metrics. We refer to these quantiles as metric quantiles.

We use quantiles instead of other statistics such as mean and variance because quantiles
are less influenced by outliers. This summarization of the state of the metrics does not grow
as the number of machines increases, so the size of the fingerprint is only proportional to
the number of metrics being collected. In addition, there are well known algorithms for
estimating quantiles with bounded error using online sampling [Guha and McGregor, 2009],
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Figure 4.1: The summary vector of a particular epoch is created in two steps. First, the
values of each metric are summarized using one or more quantiles; here we use the median.
Second, each metric quantile is discretized into a hot, normal, or cold state based on its
hot/cold thresholds represented by the arrows. Metric value above the hot threshold –
arrow pointing up – is represented as 1, value below the cold threshold – arrow pointing
down – is represented as −1, and value between the two thresholds is represented as 0.

which guarantee that the entries in the fingerprints can be computed efficiently. In our case
study, which involved several hundred machines, we computed the values of the quantiles
exactly.

We observe that the main factor that differentiates among different types of crises are
the different metric quantiles that take extreme values during the crisis. In other words,
compared to values of a metric quantile during normal periods with no crises, the values
observed during a crisis are either too high or too low.2 We capture this fact in the fingerprint
by encoding which metric quantiles increased or decreased significantly on a large number
of servers during the crisis. In particular, we discretize the value of each metric quantile
to one of three states: extremely high (hot), normal, or extremely low (cold) relative to its
past values. For example, if the median of a metric is hot, the most recent value for that
quantile is higher than normal.

The computation of hot and cold thresholds is parameterized by p – the percentage of
past values of a metric quantile that are considered extremely low or high during normal
system operation. The cold threshold of a particular metric quantile m (such as median of
CPU utilization) is computed as the p/2th percentile of values of m in the past W days that
exclude epochs with SLO violations. The hot threshold of m is computed as (100− p/2)th

percentile over the same period. For example, for p = 4% we use the 2nd and 98th percentiles.
In Sections 4.4 and 4.5 we discuss the choice of quantiles, tuning constants p and W and
examine the sensitivity of our approach to their values.

We now define a summary vector for one epoch: it is a vector of Q × M elements,

2Because most crisis types are relatively infrequent, we cannot build a robust model of metric quantiles
during a crisis.
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(d) Fingerprint of type D crisis

Figure 4.2: Fingerprints of three types of crises; crisis B repeated several times (see Table 4.1
on page 63). Each row is an epoch and each column represents the state of a particular metric
quantile, with dark, light, white corresponding to hot, normal, cold (+1, 0,−1) respectively
in the fingerprint. The fingerprints are composed of 11 metrics, where each three adjacent
columns represent three quantiles (25th, 50th, and 95th). Notice that the patterns of metric
quantiles in crises B are very similar, while very different from crises C and D.

where M is the number of metrics and each group of Q elements corresponds to the metric
quantiles of individual metrics. An element’s value is −1 if the quantile’s value is below the
cold threshold during the epoch, +1 if the quantile’s value is above the hot threshold, and
0 otherwise (see Figure 4.1 on the previous page).

4.2.3 Selecting the Relevant Metrics

As we will show in our experiments in Section 4.4.1, achieving robust discrimination and
high identification accuracy requires selecting a subset of the metrics, namely the relevant
metrics for building the fingerprints. We determine which metrics are relevant in two steps.
We first select metrics that correlate well with the occurrence of each individual crisis by
borrowing techniques from machine learning, specifically feature selection and classification
on data surrounding each crisis. Second, we use metrics most frequently selected in the
previous step as the relevant metrics used for building all fingerprints. The summary vector
is converted into an epoch fingerprint by selecting only the relevant metrics.

Feature selection and classification is a technique from statistical machine learning that
first induces a classification function between a set of features (the metrics in our case) and
a class (crisis or no crisis) and tries to find a small subset of the available features that yields
an accurate function. Let Xm,t be the vector of metrics collected on machine m at time t
and Ym,t be 1 if m violated an SLO at time t, or 0 otherwise. A classifier is a function that
predicts the performance state of a machine, Y , given the collected metrics X as input. The
feature selection component picks a subset of X that still renders this prediction accurate.
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In our approach, we use logistic regression with L1 regularization3 as the statistical machine
learning method. The idea behind regularized logistic regression is to augment the model
fitting to minimize both the prediction error and the sum of the absolute values of model
coefficients, which in turn pulls estimates of irrelevant parameters to go to zero, effectively
performing feature selection. It has been empirically shown in various settings that this
method is effective even in cases where the number of samples is comparable to the number
of parameters in the original model [Koh et al., 2007], as is the case in our scenario in which
the number of possible features (over 100 per server for several hundred servers) exceeds
the number of classification samples. Note that the crises do not need to be labeled when
performing the metric selection, so there is no burden on the operator; this step is completely
automated.

4.2.4 Matching Similar Crises

In the final step we summarize epoch fingerprints of a single crisis into a crisis fingerprint
and compare crisis fingerprints using the Euclidean distance metric. Because crises usually
last for more than one epoch4, we create a crisis fingerprint by averaging the corresponding
epoch fingerprints, thus summarizing them across time. For example, Figure 4.2 on the
preceding page shows epoch fingerprints of four crises. Each row represents an epoch, each
column represents a metric quantile, and white, light, and dark represent the values −1, 0,
and 1 of the cold, normal, and hot state respectively. The three left-most columns of the
top-right crisis would be summarized as {−7

12
, −4

12
, 6

12
}; there are 12 epochs in the crisis and

the column sums are −7, −4, and 6. Different types of crises have different fingerprints. For
example, in the case of crisis of type B, “overloaded back-end” (see Table 4.1 on page 63),
different processing queues, workload, and CPU utilization are abnormally high. In contrast,
in crisis of type D, “configuration error 1”, most of the workload and CPU utilization
metrics are normal, yet some of the internal queues are abnormally low. Notice also that
the quantiles often do not move in the same direction; for example, see the left-most three
columns in the top-right crisis in Figure 4.2 on the preceding page. Direction of movement
of metric quantiles distinguishes different crises.

If the Euclidean distance between the fingerprints of a pair of crises is less than the
identification threshold T , our method considers the crises identical, otherwise they are
considered different. Intuitively, if T is too low, some identical crises would be classified as
different (false negative), while if T is too high, different crises would be classified as identical
(false positive). We define the false positive rate α as the number of pairs of different crises
that are incorrectly classified as identical divided by the number of pairs of crises that
are different. We ask the operator to specify an acceptable bound on α, and we set T to
the maximum identification threshold that respects that bound. An ROC curve (Receiver
Operating Characteristic), such as the one in Figure 4.5 on page 66, is particularly useful for
visualizing this. In our experiments, we set α close to zero, essentially guaranteeing no false
positives in practice. We illustrate the effects of increasing α on the identification process

3See [Young and Hastie, 2006] for more details on Logistic regression.
4Duration of an epoch is typically determined by operator’s setting of collection interval.
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Problem identification workflow
When a crisis is detected based on KPIs:

update hot/cold thresholds (Section 4.2.2)
update past crises’ fingerprint entries (4.2.1)

During first K epochs of crisis (we use K = 5, see Sec. 4.3.3):
update crisis fingerprint with new data (4.2.1)
find most similar past crisis P (4.2.4)
if similarity within identification threshold (4.2.5)

emit label P , else emit label X
When crisis is over:

operators verify label of crisis
update set of relevant metrics (4.2.3)
update identification threshold T (4.2.5)

Figure 4.3: Problem identification workflow. Each line refers to a section that describes
that step in detail.

in Figure 4.6.

4.2.5 Adaptation

To identify performance crises as soon as possible in an “online” operational setting, we
execute the operations indicated in Figure 4.3 when a crisis is detected through an SLO
violation. Since the hot and cold thresholds represent a range of values of a metric quantile
during time intervals without SLO violations, they are updated when a crisis is detected
based on values of metric quantiles in the past W days so as to incorporate the most recent
metric values (Section 4.2.2). Because the fingerprints of past crises are determined by these
thresholds, we also update the fingerprints. After each crisis, we automatically update the
set of relevant metrics based on the most recent C crises and the identification threshold T
based on all the past labeled crises to achieve expected false positive rate of α. We discuss
the sensitivity of our approach to these parameters in Section 4.5 on page 70. We note that
the final verification of the crisis label is performed manually and offline by operators.

4.3 Evaluation

Using the ground truth labels provided by human operators of a production system de-
scribed in Section 4.3.1, we evaluate our approach and compare it to three alternatives: a)
one that relies only on the operator-identified key performance indicators for crisis identifi-
cation, b) one that creates crisis fingerprints based on all available metrics, and c) one that
models crises using the signatures approach described in [Cohen et al., 2005]. Our evalu-
ation consists of three parts. First, we evaluate the discriminative power of our approach
and compare it to the other approaches, using the entire available dataset. That is, we
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Figure 4.4: Processing on machines in the datacenter under study.

quantify how accurately each approach classifies two crises as identical or not. This part
of the evaluation, described in Section 4.3.2, establishes an upper bound on identification
accuracy for each approach.

Next, we simulate the operational setting in which our approach is designed to be used,
in which crises appear sequentially and identification of a crisis is based only on information
obtained from the previous crises. In these experiments we use adaptation described in Sec-
tion 4.2.5. Section 4.3.3 describes how we evaluate the accuracy and time-to-identification
of our technique and quantify the loss of accuracy resulting from the use of only partial
information.

Finally, in Section 4.3.4 we compare our approach to the other techniques, again in an
operational setting. However, since each approach uses different techniques for adaptation,
to make the comparison meaningful we remove the need for adaptation by providing access
to the entire dataset for training. We refer to this as operational setting with an oracle.

4.3.1 System Under Study

We evaluate our approach on data from a commercial datacenter running a 24×7 enterprise-
class user-facing application. It is one of four datacenters worldwide running this application,
each containing hundreds of machines, serving several thousand enterprise customers, and
processing a few billion transactions per day.5 Figure 4.4 shows the structure of the appli-
cation running on most machines. The incoming workload is processed on the machine in
three stages: light processing in the front-end, core of the execution in the second stage,
followed by some back-end processing. The requests are then distributed to the clients or to
another datacenter for archival and further processing. We do not have access to any other
data on the clients or servers in the other datacenters.

For each server, we measure about 100 metrics each averaged over a period of 15 minutes.
We call these periods epochs. The 15-minute averaging window is established practice in
this datacenter, and we had no choice on this matter; similarly, we have no access to any
other performance metrics or to information that would allow us to reconstruct the actual
path of each request through the server. The metrics include counts of alerts set up by

5The exact numbers are considered confidential by the company that operates the datacenter.
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type of crisis # of instances label
A 2 overloaded front-end
B 9 overloaded back-end
C 1 database configuration error
D 1 configuration error 1
E 1 configuration error 2
F 1 performance issue
G 1 middle-tier issue
H 1 request routing error
I 1 whole DC turned off and on
J 1 workload spike

Table 4.1: List of identified performance crises. Names are indicative of the root cause. We
stress that almost all these crises manifested themselves through multiple metrics, and that
there is overlap between the metrics of the different crises.

the operators, queue lengths, latencies on intermediate processing steps, summaries of CPU
utilization, and various application-specific metrics.

The operators of the site designate three key performance indicators corresponding to the
average processing time in the front end, the second stage, and one of the post-processing
stages. Each KPI has an associated SLO threshold determined as a matter of business
policy. A performance crisis is declared when 10% of the machines violate any KPI SLO’s.

We use four months of production data from January to April 2008. During this period,
the datacenter operators manually diagnosed and labeled 19 crises, ranging from configu-
ration problems to unexpected workloads to backlogs caused by a connection to another
datacenter. These crises were labeled after an exhaustive investigation according to the
determined underlying cause. Attached to the labels are logs providing details about the
investigation, and most importantly, the set of remedial actions taken and their effectiveness.

The value of the fingerprinting technique is to accurately identify future crises so that
the appropriate information about remedial actions can be readily retrieved and used.6 In
Table 4.1 we provide descriptive labels of the crises and the number of times each type
occurred during the period of study. The labels we provide are not the actual ones attached
to the operators report; for obvious reasons we are not able to publish these. Yet, as
explained above, the actual label is irrelevant to the fingerprinting technique and does not
affect the results. Still, the labels in Table 4.1 give a sense of the wide range of problems
that are under study and that can be successfully identified with the proposed techniques.
We also had access to collected metrics and 20 unlabeled crises that occurred between
September and December 2007 which we used to simulate online deployment, but not to
evaluate identification accuracy.

6Note that issues such as the granularity of the diagnosis and the appropriate mapping to the set of
available remedial actions are outside the scope of the fingerprinting technique.
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4.3.2 Evaluating Discrimination

Discrimination measures how accurately a particular method classifies two crises as
the same or distinct. We compare our method to three others, in each case using the
entire dataset to give each method the maximum information possible. This establishes
the baseline ability to capture the differences between different crises for each method. As
is standard, we compare the different approaches using ROC curves [Lachiche and Flach,
2003], which represent the tradeoff between the false positive rate (incorrectly classifying
two different crises as identical) and recall (correctly classifying two identical crises) over
the whole range of the identification threshold T . It is standard practice to represent
this comparison numerically by computing the area under the curve (AUC). The optimal
approach will have an AUC of 1, indicating that there is no tradeoff between detection and
false positives. By using an ROC curve for comparison, we take into account all possible cost-
based scenarios in terms of the tradeoff between missing identical crises versus considering
different crises to be identical.

4.3.3 Evaluating Identification Accuracy and Stability

Identification accuracy measures how accurately our approach labels the crises. A human
operator has hand-labeled each crisis in our dataset, but in an operational setting the crises
are observed sequentially. Each crisis is labeled unknown if the Euclidean distance between
its fingerprint and all fingerprints of past crises is greater than the identification threshold
T ; otherwise it is labeled as being identical to the closest crisis.

Since many crises (indeed, all those in our dataset) last longer than a single 15-minute
epoch, we must also define identification stability—the likelihood that once our approach
has labeled a crisis as known, it will not change the label later while the crisis is still in
progress. In each 15-minute epoch, the identification algorithm emits either the label of
a known crisis, or the label x for unknown. A sequence of K identifications is stable if it
consists of n ≥ 0 consecutive x’s followed K − n consecutive identical labels. Since the
operators of this application informed us that identification information is useful up to one
hour into a crisis, we use K = 5. For example, if A and B are labels of known crises,
the sequences xxAAA, BBBBB, and xxxxx are all stable, whereas xxAxA. xxAAB, AAAAB are all
unstable. Given this stability criterion, a sequence is accurate if it is stable and the labeling
is correct; that is, either all labels are x’s and the crisis is indeed new, or the unique non-x
label matches that of a previously-seen crisis that is identical to the current crisis. Further,
for a previously-seen crisis we can define time to identification as the first epoch after crisis
onset during which the (correct) non-x label is emitted.

We emphasize that from the point of view of Recovery-Oriented Computing [Patterson et
al., 2002], stability is essential because the system operator’s goal is to initiate appropriate
recovery actions as soon as the crisis has been identified. Unstable identification could
lead the operator to initiate one set of actions only to have the identification procedure
“change its mind” later and apply a different label to the crisis, which might have implied
different recovery operations. There is an inherent tradeoff between time to identification
and stability of identification; we quantify this tradeoff in Section 4.4 and show how a system
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operator can control the tradeoff by setting a single parameter in our algorithm.

4.3.4 Comparing to Other Approaches

To make meaningful comparison of identification accuracy of all considered approaches,
we first eliminate the adaptation described in Section 4.2.5. With adaptation in place, any
comparison would also have to compare the relative loss of accuracy of each method when
only partial information is used to make decisions. Instead of adaptation, we use an oracle
to set the best parameters for each method, allowing us to compute the decrease in accuracy
caused by estimating the method’s parameters online.

To remove adaptation from the fingerprinting approach, we compute the identification
threshold T based on an ROC curve over all labeled data, we select a single set of rel-
evant metrics using models induced on all the labelled crises, and we compute hot and
cold thresholds based on the whole dataset. We use this set of parameters throughout the
experiment.

To explain how we remove adaptation from the signatures approach in [Cohen et al.,
2005], we first briefly review the adaptation it usually performs. The signatures approach
builds a classifier for each crisis that predicts whether the current system state will result in
an SLO violation. The SLO state serves as ground truth for the classifier, and the signature
captures the subset of metrics that form the features used by the classifier that achieves the
highest accuracy. Crisis recognition consists of first selecting a subset of the models with
highest prediction accuracy on the current crisis, and then building a signature based on the
most relevant metrics. This entire procedure requires setting many parameters, including the
number of epochs on which the model is evaluated and the number of models being selected.
Adaptation consists of periodically merging similar models and deleting inactive/obsolete
models [Zhang et al., 2005]; these processes depend on additional free parameters.

To remove adaptation from the signatures approach, we allow it to always select the
optimal model for each crisis, which gives this approach a model management technique
that is omniscient and clairvoyant. In addition, since our system consists of hundreds of
servers rather than the handful of servers used for evaluation in [Cohen et al., 2005], rather
than assigning a model to each server we assign a model to the datacenter and summarize
the metrics using quantiles. Finally, in place of the naive Bayes models used in [Cohen et
al., 2005], we use logistic regression with L1 regularization for feature selection; since the
logistic regression models were more accurate in our setting than those using naive Bayes,
this gives the signatures approach another advantage.

We point out that our criteria for accuracy are much more stringent and more realistic
than those used in [Cohen et al., 2005]. In that work, an identification was considered
successful as long as the actual crisis was among the k most similar crises selected by the
algorithm, according to a distance metric. In contrast, our identification is successful if the
single correct label is produced. In case the crisis is a previously-unseen crisis, identification
is successful only if the algorithm consistently reports “unknown crisis.” Furthermore, a
prerequisite to accuracy of our approach is the stability criterion, which has no analogue
in [Cohen et al., 2005].
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Figure 4.5: ROC curves for crisis discrimination and the area under the curves (AUC) for
the fingerprinting and alternative approaches.

4.4 Results

The main results reported in this section used the following settings. The fingerprints
were built using three quantiles for each metric: median, and the 25th and 95th percentiles,
to capture the variance. In the selection of the relevant metrics we used classifier models
containing ten metrics (the balanced accuracy was high enough and the standard deviation
in the cross-validation was low), and we used the most frequently selected 30 metrics over
the past 20 crises as the metrics for the fingerprints (see Section 4.2.3). Finally we used a
moving window of 240 days to set the hot/cold thresholds using p = 4%. Section 4.5 on
page 70 describes the sensitivity analysis and suggests how to set all these parameters in a
realistic setting.

4.4.1 Discriminative Power

As discussed in Section 4.3.2, we start our evaluation of the fingerprint approach by
examining its ability to classify two crises as the same or distinct, and compare it to al-
ternative approaches. The graph in Figure 4.5 shows the ROC curves and AUC for each
approach. The fingerprint approach exhibits an AUC of 0.994, which means that in terms of
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discrimination, this approach is able to maximize the detection rate with extremely few false
positives. Comparing to the alternative approaches, using the KPIs gets an AUC of 0.854
and fingerprints based on all the metrics achieve 0.874. Furthermore looking at the shape of
the curves it is clear that neither is able to discriminate at the same level as the fingerprints.
Using the KPIs simply does not provide enough power to discriminate between the different
types, and using all the metrics obfuscates the discriminative signal by introducing noise.7

Finally, the signatures approach performs better than both these two approaches but still
well below the fingerprinting approach.

4.4.2 Fully Operational Setting

In the following experiments we simulate the conditions under which the approach would
be used for identification of crises in an operational setting. In this setting, the crises arrive
one at a time and we update fingerprinting parameters as we observe them. Because the
results could be affected by the order of the crises, we perform experiments using 20 random
permutations of the crises, one of which is the actual chronological order, and report the
average accuracy across all runs. We update the fingerprint parameters as described in
Section 4.2.5 on page 61.

Recall from Section 4.3.3 that a new crisis C is said to be identified accurately if the
identification is stable over five epochs (i.e., one hour) and if the label is correct. A crisis
C is previously known if the set of crises that occurred before C contains crisis D identical
to C. The correct label for C would thus be the label of crisis D. If the past set of
crises contains no crisis identical to C, the correct label for C would be unknown. We use
three evaluation metrics: known accuracy (fraction of correct identifications for previously
seen crises), the unknown accuracy (fraction of correct identifications for previously unseen
crises), and also the time to identification (the average time between crisis detection and its
correct identification).

To evaluate the performance of our method with adaptation, we run three sets of ex-
periments. In each experiment we use a different number of labeled crises to bootstrap the
fingerprinting process (i.e., select the initial metrics and identification threshold). When
starting with two labeled crises, we achieve known and unknown accuracy of 78% and 74%8.
Experiments that start with five and ten crises both yield accuracies of approximately 76%
and 83% (see Table 4.2 and Figure 4.6 on the following page).

Besides accuracy, the time at which the method makes a decision regarding the identity
of the crisis is important to the operator. We illustrate the dependency among the three
evaluation metrics in Figure 4.6 on the next page. We note that our method is able to
make the identification within ten minutes of crisis detection, even in a fully operational
setting where the relevant metrics and identification threshold are adapted in an online
fashion. Operators of this web application mentioned that correct identification is useful
even one hour after the crisis was detected. Our hypothesis is that using performance metrics

7Metrics that are not correlated with the crises may take extreme values during both crises and normal
intervals.

8We report accuracies for α = 0.001 – conservative value that guarantees almost no false positives.
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Figure 4.6: Known accuracy, unknown accuracy, and time of identification results in full
operational setting when using 30 metrics in fingerprints, 240 days of moving window,
and bootstrapping with ten and two labeled crises (top). X-axes represent different values of
the false positive rate parameter specified by the operator. We report results for α = 0.001.

Operational setting Known acc. Unknown acc.
oracle 98% 93%
adaptation, bootstrap w/ 10 77% 82%
adaptation, bootstrap w/ 5 76% 83%
adaptation, bootstrap w/ 2 78% 74%

Table 4.2: Summary of the results for different settings.

with finer granularity (e.g. one minute instead of 15 minutes) would result in even faster
identification, but we are unable to verify this hypothesis without additional data.

4.4.3 Operational Setting with an Oracle

To compare our approach to the three alternative approaches, we eliminate the adapta-
tion as described in Section 4.3.4. Instead, each of the four methods uses the best settings
of its parameters based on the whole dataset as if provided by an oracle and we do not
update the parameters for new crises. For example, we select the metrics for fingerprints
based on all available crises and set the identification threshold to best discriminate among
them. Setting the parameters based on all available data allows us to quantify the loss of
accuracy from online estimation of these parameters in the operational setting. Note that
in contrast to the fully operational setting, in this setting it does not make sense to compare
approaches in terms of average time to identification.

Because the signatures approach uses the optimal model, it will not change its decision
during the evolution of each crisis. In full operational setting, the signatures method may
change its initial assessment of the crisis as it evaluates the ensemble of models [Zhang et
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Figure 4.7: Known accuracy, unknown accuracy, and time of identification for different
approaches when using an oracle: fingerprints (top left), signatures (top right), fingerprints
using all the available metrics (bottom left), and KPIs (bottom right). X-axes represents
different values of the false positive rate parameter specified by the operator.

al., 2005], yet when we provide the optimal model we are sidestepping this issue.9

For each approach we executed five runs with different initial set of five crises and
performed identification on the remaining 14 crises. The initial set of crises always contained
two crises of type “B”, one of type “A”, and two other crises that varied in each run. Because
crises “A” and “B” are the only ones that repeat, we use them in each initial set to estimate
the identification accuracy of known crises. We report the average of all the evaluation
metrics across the five runs in Figure 4.7.

Fingerprinting achieves very high known and unknown accuracies of 97.5% and 93.3%.
The approaches based on using all the metrics and the KPIs achieve accuracies of approxi-
mately 50% and 55%, respectively. The signatures approach [Cohen et al., 2005] performs
better than the baselines and achieves accuracies of 75% and 80%, but it is still worse than
fingerprinting.

9We emphasize that using the optimal model actually favors the evaluation of the signature technique,
as it is not guaranteed that the ensemble of models will find the optimal model.
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4.4.4 Summary of Empirical Results

Based on the discrimination and identification experiments, we conclude that:

1. Maintaining only relevant metrics for distinguishing crises from normal operation al-
lows the fingerprinting approach to attain much higher identification accuracy.

2. The KPIs provide insufficient information to distinguish or identify different types of
crises.

3. The fingerprinting approach, based on keeping concise representations of the datacen-
ter state, performs significantly better than the signatures approach of [Cohen et al.,
2005].

4. In the realistic, fully operational setting, we correctly identify 80% of the crises with
an average time between crisis detection and its identification of ten minutes.

4.5 Fingerprinting in Practice

As with any approach based on collecting and analyzing data, applying the approach in
an operational setting requires setting some parameters and understanding the sensitivity of
the technique to these parameters. As described in Figure 4.3 on page 61 and in Section 4.2.5,
we automatically update fingerprinting parameters when a new crisis is detected and after
it is over. These updates are based on a set of tuning constants that may not require
any changes, but should be reviewed periodically or when a major change occurs in the
datacenter. These tuning constants include the number of metrics used in the fingerprints,
number of days W and percentage p of metric values considered extreme when computing
hot and cold thresholds, and α used when computing identification threshold T .

The effects of the tuning constants on the identification accuracy and time to detection
could be estimated offline by running identification experiments using past labeled crises.
The operators would use ROC curves and graphs such as the ones in Figure 4.6 on page 68,
to select a suitable operating point of datacenter fingerprinting. Producing these graphs
took only a few minutes for the 19 crises we used in our experiments. After selecting the
tuning constants, the adaptation of the fingerprinting parameters and the identification
algorithm proceed automatically with little intervention by the operators. To illustrate the
approach, we report on some of the experiments we performed in order to set the tuning
constants and study their effect on the results.

In our reported results we use p = 4% as the percentage of metric values considered ex-
treme when computing the hot and cold thresholds. When experimenting with values of 2%,
10% and 20% we observe that the area under the ROC curve (as in Section 4.4.1) decreased
from 0.99 to 0.96 – a small change and still far better than the competing approaches.

Instead of using all three quantiles when summarizing metrics, we also tried using just the
median, which reduced the identification accuracy by 2 to 3 points in the fully operational
setting. In the oracle setting, the accuracy decreased by 5 points which is still better than
competing approaches as reported in Sections 4.4.1 and 4.4.3 and illustrated in Figures 4.5
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Figure 4.8: Area under the ROC curve for different combinations of the moving window size
and the number of metrics used in fingerprints.

and 4.7 on page 69. Our intuition is that some pairs of crises are distinguished by three
quantiles that do not all move in the same direction, and observing the movement of only a
single quantile would necessarily fail to capture such differences.

We summarize the affects of changing the number of metrics and size of the moving
window in Figure 4.8. Note that reducing the window size also reduces the AUC for fin-
gerprints with 20 or more metrics. Using five or ten metrics and small window size allows
the fingerprints to quickly adapt to change in the metric values which results in increase in
AUC.

Also, as mentioned in Section 4.2.4, we update the identification threshold T to avoid
false positives (α set to 0.001). In Figure 4.6 on page 68 we show the effects of increasing
the false positive rate α (which in turn affects T ). In our dataset, increase in α results in
only small increase in known accuracy, but significant decrease of unknown accuracy for
α > 2%.

Finally, when comparing two crises, we first compute the crisis fingerprints by averaging
the corresponding epoch fingerprints. In all the experiments in Section 4.4, we average
across epochs −30 minutes, . . . , 60 minutes, relative to the start of the crisis (the limit of 60
minutes was set by the datacenter operators). Figure 4.9 on the next page shows that time
intervals that start at least 30 minutes before the beginning of the crisis quickly achieve
high levels of discrimination.
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4.6 Related Work

4.6.1 Crisis Signatures

By far, the work closest in spirit to our own is the signatures approach to identifying and
retrieving the essential system state corresponding to previously-seen crises [Cohen et al.,
2005]. The authors propose a methodology for constructing signatures of server performance
problems by first using machine learning techniques to identify the performance metrics most
relevant to a particular crisis; second, using the induced models for online identification; and
third, relying on similarity search to recognize a previously recorded instance of a particular
incident. They showed their approach to be successful in a small transactional system on a
handful of performance problems.

We view our methodology as a direct descendant of the signatures approach but with
important differences that lead to several crucial improvements. Our fingerprinting approach
is based on treating the problem as an online clustering based on the behavior of the metrics
during a crisis. The signatures approach is based on maintaining multiple models (one per
crisis), which are then managed by computing a fitness score to decide which of the models
is likely to provide the best identification of the current crisis. The selected models are then
used to construct the signature of the crisis and identify it. As our results in Section 4.4
demonstrate, these differences lead to a substantial improvement in accuracy.

Our fingerprinting method also provides additional advantages. First, fingerprint size
scales linearly, rather than exponentially, with the number of metrics considered. Second,
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the fingerprint size is independent of the number of machines and fingerprinting can thus be
applied to very large deployments. Finally, because we do not use multiple models for crisis
identification, we avoid two related sources of potential error and their corresponding free
parameters. In particular, we do not need policies for maintaining and validating multiple
models nor a method for selecting the best models and combining their outputs.

Although the findings of [Cohen et al., 2005] were encouraging, the method was evaluated
on modest workloads running on few servers and using generous criteria for identification
accuracy. In reality, today’s applications run on hundreds up to tens of thousands of ma-
chines in a datacenter, and since the goal of problem identification is to provide actionable
information for initiating recovery, the evaluation criteria should be stringent.

4.6.2 Using Machine Learning to Identify Operational Problems

As early as 2003, [Redstone et al., 2003] proposed the use of compute-intensive modeling
techniques to automatically diagnose application failures. Since then, researchers have tried
to identify operational problems by analyzing performance metrics using machine learn-
ing [Cohen et al., 2004; Cohen et al., 2005; Zhang et al., 2005; Bod́ık et al., 2008; Yuan et
al., 2006; Pertet et al., 2007; Duan and Babu, 2008], by identifying unusual or noteworthy
sequences of events that might be indicators of unexpected behavior [Reynolds et al., 2005;
Chen et al., 2004], and by manually instrumenting the system [Barham et al., 2004] and
creating libraries of possible faults and their consequences [Yemini et al., 1996]. Others
have laid out general methodological challenges in using computers to diagnose computer
problems [Goldszmidt et al., 2005; Cook et al., 2007].

The results of the HiLighter tool [Bod́ık et al., 2008] showed that the use of regularized
logistic regression [Young and Hastie, 2006] as a classifier results in a metric selection process
that is more robust to noise than the näıve Bayes classifier used in the signatures approach.
In particular, HiLighter avoids the heuristic search for the relevant features of each model
which was used in the signatures approach. However, like in signatures, HiLighter proposes
a representation of metric state that grows exponentially with the number of metrics

Our fingerprinting methodology assumes that the operator is able to correctly label a
crisis after its resolution. In [Woodard and Goldszmidt, 2009], the authors pose the crisis
identification as an unsupervised online clustering problem that does not require labeled
crises. They first model the evolution of each crisis using a Markov chain and then cluster
the crises using a model based on the Dirichlet Process.

In an earlier project [Bod́ık et al., 2005], we applied Statistical Machine Learning to
detection of application failures. We built a tool that used the Chi-squared statistical test
to detect anomalies in user workload to a Web site and would identify the pages with the
most significant change in traffic. Moreover, the tool provided an intuitive visualization of
the traffic patterns that allowed the operator to quickly verify the alert generated by our
anomaly detection algorithm. The visualization of failure fingerprints (see Figure 4.2 on
page 59) was equally helpful as it allowed the operators to rapidly understand the evolution
of the crisis on hundreds of servers. This visualization addresses a key question of autonomic
computing of how to win operators’ confidence so that these new tools can be embraced.
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4.7 Summary

In this chapter we described a methodology for constructing datacenter fingerprints using
statistical techniques. The goal of the fingerprints is to provide the basis for automatic
classification and identification of performance crises in a datacenter. Different from root-
cause diagnosis, identification facilitates rapid online repair of service disruptions, allowing
potentially time-consuming diagnosis to occur offline later. The goal of rapid recovery is
consistent with statements by leading Web application operators that today’s 24x7 Web and
cloud computing services require total downtime to be limited to 50 minutes per year10.

Under realistic conditions and using real data and very stringent accuracy criteria, our
approach provides operators the information necessary to initiate recovery actions with 80%
accuracy in an average of 10 minutes, which is 50 minutes earlier than the deadline provided
to us by the operators. Indeed, our criteria may be more stringent that required in practice,
since operators may just want to see a list of candidate crises most similar to the current
one. We conjecture that our technique also directly applies to “virtual clusters” in cloud
computing environments. If the same physical cloud is shared by many operators through
a combination of physical and virtual isolation, the technique applies to each operator’s
“subcluster”, but we have no information on whether it works across operators’ applications.
We hope that our results will inspire researchers to test and improve on these techniques
for multi-tenant environments.

Furthermore, the visualizations of the fingerprints themselves are readily interpretable
by human operators: when we showed a few of the fingerprints to the application operators,
they quickly recognized most of the corresponding crises, even though they are not experts in
machine learning. Interpretability and gaining operator trust are important for any machine
learning technique that will be used in an advisory mode in a production environment.

10Marvin Theimer, senior principal engineer, Amazon Web Services; keynote at LADIS 2009 workshop.
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Chapter 5

Future Work

5.1 Workload Spike Modeling and Synthesis

Our work on workload spikes was limited mainly by the availability of data. Our analysis
should be repeated with data from many more spikes to verify our findings and understand
the frequency and magnitude of spikes. The same analysis should also be performed at
different timescales – from milliseconds up to hours and days.

The current approach to stress-testing systems, in industry and academia, is to replay a
previously-captured workload trace or to run a simple synthetic benchmark. Parameterized
workload models, such as the spike model we proposed in Chapter 2, suggest a different
approach where the model is used to generate more and more difficult workloads and to
find where the system breaks. For example, when stress-testing against spikes, one could
iteratively increase spike steepness, magnitude, or the number of hotspots.

5.2 Director

Director for Multi-tier Applications

Our Director framework could be easily applied to any system for which we can model
the impact of the available actions on performance of the system. In our case, creating
a model of SCADS was relatively simple because we only had to consider workloads on
individual servers. However, more complex applications are composed of multiple tiers and
depend on many other software services which could also be shared with other applications
in the datacenter. Building a single performance model for such complex applications might
be infeasible because the model would have to predict end-to-end request latency based on
workloads on each tier and service.

Another option would be to decompose the end-to-end performance SLO into SLOs for
individual tiers and services. We could then create a much simpler model for each tier and
service and use separate Director control loops. Such a decomposition could be based on
request execution paths observed by using path-tracing tools such as X-Trace [Fonseca et
al., 2007].
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Director for MapReduce Frameworks

MapReduce and Hadoop frameworks [Borthakur, 2007; Dean and Ghemawat, 2004] could
also benefit from model-driven resource allocation policy. The state-of-the-art batch job
schedulers try to achieve fairness or improve data locality [Isard et al., 2009; Zaharia et al.,
2010]. Ideally, however, the scheduler would directly minimize the duration of each job or
of all the submitted jobs.

Modeling could thus be utilized at two levels: for individual jobs and for the whole
scheduler. The duration of each job is determined by parameters such as number of mappers
and reducers, the amount of RAM, the size of input data and others. By capturing the
effects of the parameters on job duration in a statistical model, we could optimize over all
the parameters to minimize the duration of the individual jobs. Early work on modeling
Hadoop jobs is presented in [Ganapathi, 2009].

Most MapReduce schedulers execute many jobs concurrently from a long queue of sub-
mitted jobs. By using a per-job model, the framework could find the best schedule and
resource allocation for individual jobs. For example, the scheduler could answer questions
like: is it better to run jobs A, B, and C concurrently, or run two of them concurrently
and the third one later? Or, if running all three jobs concurrently, what is the best way to
divide the cluster resources among the three jobs to minimize the duration of the slowest
job? Such models would also enable the users to specify per-job deadlines and other SLOs.

Optimizing Director using Policy Simulation

Most resource allocation frameworks have parameters that significantly affect their per-
formance. For example, an operator using our Director framework has to specify two work-
load smoothing parameters and an overprovisioning parameter. Extreme values of these
parameters usually lead to poor system performance or wasted resources. Therefore, it is
important to tune these parameters to improve performance and reduce resource usage.

Because model-based resource allocation frameworks already have a performance model
of the system, it is possible to construct a control policy simulator which could be used to
find the optimal values of the parameters. The policy simulator would take workload and
parameter values as input, execute the actual control policy, and estimate the performance
of the system using the model. Optimization techniques like hill-climbing could be used to
search over the parameter space and optimize the policy. We demonstrated this technique
in [Bod́ık et al., 2009b].

5.3 Fingerprinting

Using More Metrics

When constructing fingerprints, our current approach uses only metrics already captured
by the monitoring system. Using more detailed system metrics could lead to better discrim-
ination among crises. More metrics could be added by automatically parsing application
log files or by adding path-tracing to the application.



77

Application logs are frequently used for debugging Web applications, but because of
extremely large size of these logs, automated processing is often necessary to extract useful
information on the behavior of the system. As was demonstrated in [Xu et al., 2009], with
a little effort, free-text log files can be parsed and used to automatically detect anomalies
in computer systems. These methods could be adapted to create additional performance
metrics which could be very useful for crisis identification.

In most applications, the collected performance metrics only measure the performance
of each software service independently of the rest of the system. Cross-layer path tracing
methods, such as X-Trace [Fonseca et al., 2007], could be used to trace the execution of
user requests across the whole software stack. Such tracing would make it possible to
collect metrics that capture the behavior of requests between services. These metrics could
significantly improve the understanding of the system performance during a crisis.

Extending Fingerprints to Multi-service and Distributed Applica-
tions

Current datacenters run thousands of applications which often share hundreds of soft-
ware services in the datacenter and also share hardware and network equipment. Moreover,
a single application could run in tens of globally-distributed datacenters. While some fail-
ures only affect a single application in one datacenter, other failures could affect the same
application in many datacenters, or different applications in the same datacenter. For ex-
ample, a failed network switch could affect all servers connected to that switch and a simple
configuration error could impact the same application in all datacenters.

In such a complex environment with many dependencies, it is very difficult to identify
and diagnose performance problems. Fingerprinting could be applied in two ways: we could
build a single fingerprint for the whole datacenter (or multiple datacenters), or we could
build fingerprints for individual software services running in the datacenters.

While creating a single fingerprint for one or multiple datacenters would capture the state
of the whole system during a crisis, it might not result in accurate crisis identification for
two reasons. First, during most crises, only a small part of the whole datacenter is affected
by the crisis and thus only a small part of the fingerprint would be relevant for identification.
During identification, the irrelevant parts of the fingerprints could thus significantly obscure
the important differences. Second, most datacenters evolve very quickly by adding more
hardware and more services, or rewriting older services. Therefore, these fingerprints could
get stale and unusable very quickly.

Creating fingerprints for individual software services would be more feasible. During a
crisis, SLO violations would be used to determine which services are affected by the current
crisis. To identify the crisis, only fingerprints of the affected services would be compared.

Automatically Suggesting Fixes to Common Problems

Many Web applications are built using the same building blocks, such as the Ruby on
Rails framework or Amazon AWS services, and thus potentially share the same types of
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performance problems. In many cases, a developer might have to spend a considerable
amount of time trying to resolve an issue that many others have experienced before. It
would thus be beneficial to create a public “recommendation” service which would point
to the source of the problem or recommend a solution. Such service would be similar to
Microsoft Windows recommending fixes after application or driver crashes.

While fingerprinting could be used as the foundation for such a service, there are many
open questions. For example, how do we identify the set of performance problems that are
shared among the different applications? Or, how do we create a fingerprint that captures
only metrics shared among all the applications and does not use any information specific to
a particular application?
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Chapter 6

Lessons Learned and Conclusions

In our everyday lives, we use increasingly complex Web applications distributed across
many datacenters. However, only a few experts understand the workloads, performance,
and failures of these systems. In this thesis, we used Statistical Machine Learning (SML) to
address three problems of datacenter operations: characterization and synthesis of workload
spikes in stateful systems, dynamic resource allocation in stateful systems, and automatic
identification of recurring performance crises. In this concluding chapter, we summarize
our contributions and the lessons learned along the way, and offer suggestions for future
applications of SML to systems problems.

6.1 Summary of Contributions

In Chapter 2, we addressed the problem of characterization and synthesis of workload
spikes and data hotspots in stateful systems. We analyzed traces of five real spikes and
concluded that these spikes vary significantly along many important dimensions. Based
on this analysis, we proposed a statistical model that captures most of the variance we
observed in these five spikes. This model could thus be used to synthesize realistic workload
and stress-test systems against such spikes.

In Chapter 3, we focused on designing control policies for elastic stateful systems. The
policies enable automatic scale up and scale down in response to changes in application
workload. We first formulated three principles of designing such dynamic resource allocation
frameworks that have to maintain strict performance Service-Level Objective expressed
using high quantiles of request latency. Second, we designed and implemented Director –
a modular control framework based on Model-Predictive Control – which uses a statistical
performance model of the system. Finally, we demonstrated that this framework can respond
to unexpected workload spikes with data hotspots and can also handle periodic diurnal
workloads.

In Chapter 4, we addressed the problem of identification of recurring performance crises
in large-scale Web applications. We proposed a methodology for constructing datacenter
fingerprints that succinctly capture the state of a system during a failure and could thus be
used to quickly identify a crisis in progress. In our evaluation on data from 19 real crises
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in a large-scale Microsoft application, the fingerprints correctly identified 80% of the crises
on average ten minutes after crisis detection. One of the most important components of the
fingerprinting process was a statistical method for automatic selection of metrics captured
in a fingerprint.

6.2 Lessons Learned

6.2.1 Guidelines for Applying SML to Systems

Based on our experience of applying SML to problems in computer systems, we formu-
late a guideline that should be followed when applying SML to systems, consisting of the
following four steps. First, make sure that SML is an appropriate method for solving this
problem. Second, translate the problem into the SML domain. Third, collect the data used
to fit the SML model. Finally, select a particular SML method and its implementation. In
the following paragraphs, we describe these steps in more detail.

Step 1: Is SML appropriate for this problem?

Before applying SML, one should consider other approaches to solving the problem.
While using SML is advantageous for extracting patterns from data, finding anomalies,
or identifying clusters of crises, it might not be suitable in all circumstances. Answering
the following questions helps clarify if SML is the appropriate method to use. In general,
models created using SML are not 100% accurate; will the system be able to deal with the
inaccuracy? Could the inaccuracy hurt the system? How will the data for model fitting be
collected? Instead of predicting a particular quantity, could it be directly measured in the
system? Could the knowledge of the system be used to create an analytic model instead of
fitting a black-box SML model?

For example, for the crisis identification problem, both the previous work [Cohen et al.,
2005] and our work in Chapter 2 showed that “naive,” non-SML-based methods result in
low crisis identification accuracy. On the other hand, SML methods that can detect patterns
in performance metrics are far more accurate.

Step 2: Translating the problem into SML domain

After one has decided on using SML, the next step is to translate the systems problem
into the SML domain. In other words, do we want to solve the systems problem using
regression, clustering, classification, anomaly detection, or some other technique? It is
important to point out that one systems problem could be translated in different ways, each
having its own tradeoffs. We illustrate this process on the performance modeling problem
in the Director framework.

The goal of the Director performance model is to predict SLO violations based on the
system workload. Because the SLO could be defined using different latency quantiles (for
example, 90th, 99th, or 99.9th), our first approach was to fit the full latency distribution
using a parametric model and relate its parameters to the system workload. However, the
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empirical latency distributions are not an exact match to most of the parametric distri-
butions and thus achieving an accurate prediction at all quantiles would be difficult. Our
second approach was to create multiple models, one for each SLO quantile, and use quantile
regression. Instead of fitting the mean of the observed data, quantile regression directly fits
the specified quantile. While this method exactly meets our goal, because it is not used in
practice very often, this choice severely limits the number of available open-source packages
we could use. The third approach was based on binning the data into short time intervals,
computing the specified quantile for each interval, and using a mean regression to directly
fit the quantile as a function of the workload during each interval. Such approach had two
advantages: there are many more methods for mean regression than for quantile regression
and the regression has to fit much less data (instead of using latency of all measured re-
quests, we only use one datapoint per time interval). However, it turned out to be difficult
to find an accurate and robust latency model that monotonically increased with workload
and increased to “infinity” after reaching the maximum throughput of a server. Because
the Director only needs to determine whether a particular server is overloaded, our final
approach in Chapter 3 used binary classification. Instead of fitting the specified percentile
of latency, we labeled each time interval as 0 or 1 based on whether the SLO was violated
or not during that interval, and used a linear model to classify the data. Compared to
the previous approach, this simpler model eliminated the need to accurately fit the latency,
but provided the same benefits in the Director framework. This example demonstrates the
different trade-offs one has to consider when translating a systems problem into the SML
domain.

Step 3: Collecting data

The datacenter applications and their workloads frequently change, therefore the system
will have to continuously collect data to refresh the various models. Because data collection
has costs, there are various trade-offs associated with it. For example, collecting data too
frequently could have a negative impact on system performance, but having more data would
allow us to update the model more frequently or have a more accurate model. Instead of
collecting data from a production system, we could measure the system in a benchmark,
but the behavior of a system in a benchmark might not match the production version.

Often, the metrics being collected from a system do not suffice to model system per-
formance and additional system instrumentation is necessary. For example, SCADS, the
storage system used in evaluation of the Director framework, originally collected only work-
load and latency metrics for high-level queries. After additional instrumentation, we were
able to collect more detailed metrics of the lower-level SCADS operations which allowed us
to fit a more accurate performance model of SCADS. In cases like this, the burden falls
on the SML expert to convince the system designer that the benefits of the additional
instrumentation outweigh the cost of implementation and the performance overhead.
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Step 4: Selecting a particular SML method

After translating the problem to an SML domain, we have to pick the actual method
and its implementation. For example, we translated the performance modeling problem to
a classification problem and now we have to decide which of the many classification algo-
rithms to use. There exist a large number of different methods for regression, classification,
or clustering, and their characteristics have significant impact on the particular systems
problem. Here we briefly summarize the different characteristics and trade-offs one has to
consider before settling on a particular method.

First, we need to consider the assumptions the model is making about the data. For
example, linear regression assumes that the relationship between the response variable and
the feature variables is approximately linear, while non-parametric regression methods do
not make such strong assumptions. If the data do not satisfy the assumptions of the model,
the resulting model could be very inaccurate. One could use non-linear features in linear
regression to fit more complex models.

The different SML methods also differ in the amount of data necessary to fit an
accurate model. While models with stricter assumptions might be more difficult to fit
to a particular dataset, in general, they require fewer data to fit an accurate model. In
general, one needs little data to fit a linear model, but much more data to fit an accurate
non-parametric model. The amount of necessary data also grows exponentially with the
number of features. When the amount of data available for training is low, one should
consider methods that incorporate regularization into the fitting process. For example, in
the HiLighter project [Bod́ık et al., 2008], the precursor of fingerprints, we used logistic
regression with L1 regularization to fit accurate linear models based on a dataset with 2000
features but only 86 datapoints.

One also has to consider the computational cost of fitting the model, updating the
model, and making predictions using the model. The time complexity of model fitting
of different SML methods ranges from linear up to cubic or slower. For some methods,
updating the model with new data can require fitting a new model from scratch, while other
methods provide much faster updates. Similarly, some methods could make a prediction in
constant time, while others might require a sampling technique that results in much slower
predictions. To select the appropriate method, one has to consider whether the model will
be used online or offline, how often it will need to be updated, and whether the improvement
in model accuracy is worth the increased computational cost.

Another property that is important in systems applications is interpretability of the
model. For example, we created crisis fingerprints using a dimensionality reduction tech-
nique. Had we used PCA, a common technique for dimensionality reduction, the resulting
features in the fingerprint would have been linear combinations of the original performance
metrics. Such features would be very difficult for the datacenter operators to interpret.
Instead, we used feature selection, which simply discards some of the metrics. This led to
fingerprints based on the original performance metrics that are intuitive for the operators.

There are many other properties of statistical models that have to be considered when
selecting a particular SML method. For example, is the model sensitive to outliers in the
data? Does the model accept non-numeric features, such as text or graphs? How easy is
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it to incorporate prior information about the data into the model, such as monotonicity?
The success of applying SML to systems depends on understanding these trade-offs and
their implications on the original systems problem.

Consider SML as one component of the overall system

It is important to keep in mind that SML is usually only one part of the solution of the
original problem. For example, while the accuracy of the Director performance model is
important, the actual measures of success are the number of SLO violations and the server
cost savings achieved by using the Director. Based on our own experience, as described in
step 2 above, it is very easy to spend too much time improving the accuracy of the model
and ignoring the actual systems problem.

Therefore, our suggestion is to first use the simplest possible SML method, incorporate
the resulting model into the rest of the solution and then compute the actual measure of
success. If the system is performing poorly, it is important to make sure that it is in fact
the SML model that is causing the poor performance and not some other component in
the system. Only after we identify the model as the culprit, should we start working on
improving the accuracy of the model.

Because the measure of success of the original problem depends on the accuracy of
the model, it is important to understand the best possible case. This can be achieved
by replacing the model trained on data with an always-accurate model – an oracle – and
running the rest of the evaluation as usual. For example, in the fingerprinting project, we
constructed fingerprints based on perfect future knowledge of the performance metrics. Such
experiments estimate the best possible case and can be used to decide whether it is worth
tuning the model further.

6.2.2 Trusting SML in Datacenter Operations

In the computer systems community, SML is still sometimes considered too empirical
and “black magic” and there are concerns that the datacenter operators might not trust
tools based on SML. Here we highlight three reasons for this attitude and later outline how
they could be addressed.

First, datacenter operators have a lot of expertise in management of applications, servers,
and other datacenter components which they gained over the years. To them, it is difficult
to understand that a tool based on SML could do a better job of detecting and identifying
performance problems, finding anomalies in the system, or estimating performance of the
system for unseen workloads.

Second, for tools that automatically adjust the system configuration, a small error could
actually turn into a disaster. For example, in Chapter 3 we demonstrated that the Director
framework can change the resource allocation in response to changes in workload. However,
a workload or performance anomaly, or a bug in the control policy logic, could result in the
policy allocating an order of magnitude more or less resources to the application. Either of
these outcomes would be disastrous for the datacenter.
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Third, using SML methods often requires setting various parameters, also called “voodoo
constants.” For example, to define a fingerprint, we have to specify the number of metrics
to use, hot and cold thresholds, and other parameters. While there exist methods that also
automatically adjust the values of these parameters, they are more difficult to use and more
computationally intensive.

These three issues could be addressed in various ways. First, when making a prediction,
the model should return both the prediction and the error bars on the prediction which
the operators could use to adjust their response. For example, our crisis identification tool
should not return only the most similar crisis, but maybe the top three crises along with a
measure of certainty (see [Woodard and Goldszmidt, 2009]), which would help the operators
select the best repair actions.

Another approach would be to provide an intuitive visualization of the model to help
the operators understand what the model represents. We have used this technique in two
projects: in crisis detection tool [Bod́ık et al., 2005], where the visualization provided insight
into which parts of the website were anomalous, and in crisis identification (see Chapter 4),
where a visualization of the fingerprints allowed the operators to understand which metrics
are represented in the fingerprint. In both cases, the visualization helped the operators
better understand how the model works and consequently they trusted the tool more.

Yet another technique would be to build a framework that would allow us to replay
historic monitoring data against an SML-based tool and compare its behavior to actions
of the operators. An SML tool uses various performance metrics or application logs as
inputs, builds a model based on the inputs, and then makes predictions about performance,
workload, or failures. These metrics should be captured over long periods of time, especially
during periods with unexpected workloads or updates of the application code. These historic
metrics could later be replayed against the tool to verify its predictions. Such replay tools
could also include support for sensitivity analysis, which would test the tools for different
values of the tuning parameters.

6.2.3 Pervasive Monitoring to Improve System Visibility

Over the years, system designers learned how to design efficient datacenters and scalable
Web application, but system monitoring is often an afterthought. We and others [Bar-
roso and Hölzle, 2009] believe that monitoring and request tracing should become first-class
citizens in datacenters. Standardized and pervasive monitoring would improve system visi-
bility and also simplify the application of statistical techniques to datacenter management
problems.

We propose the following three principles of pervasive monitoring in a datacenter:

1. Each software service should be monitored in detail and performance metrics should be
reported through a standardized interface. Such monitoring should include incoming
and outgoing requests (including their parameters), utilization of resources on hard-
ware running the service, and performance metrics, such as latency and throughput.

2. The execution of each user request should be traced through all components of the
system using frameworks such as X-Trace [Fonseca et al., 2007]. Such request tracing
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would allow the designers and operators to understand the logical dependencies among
services, time spent in each service, and how workload on one service translates into
workload and resource utilization on other services. Such instrumentation should be
implemented not only at the level of individual services, but also at the level of tiers
of each service (such as Web servers, application servers, and databases) as well as
individual operations on each tier (for example, monitoring how SCADS [Armbrust et
al., 2009b] queries decompose into low-level get and put operations).

3. Because such detailed monitoring would have negative impact on performance of the
system and require large amounts of storage, the operators need the ability to dy-
namically adjust the granularity of monitoring. For example, they need the option to
reduce the frequency of data collection and to completely turn off monitoring of very
frequent events.

Deploying standardized monitoring tools across all the applications, and software and
hardware infrastructure of the datacenter, would simplify the development, testing and
deployment of SML-based tools. Here we give examples of how such pervasive monitoring
would impact the three problems described in this thesis.

In Chapter 2, we analyzed workload at the level of individual user requests or “clicks,”
as captured by the Web servers. Using request traces across the whole system stack would
enable us to analyze how the original requests translated into requests to other services.
For example, depending on the implementation and caching strategy, the same spike at the
level of user requests might manifest differently on the different services in a datacenter. In
some cases it might be simply absorbed by the cache, in others it might cause a significant
data hotspot.

Monitoring requests across services would also simplify building performance models and
resource allocation frameworks. Mainly, it would allow the decomposition of performance
models of complex applications into simpler performance models of the individual services.
Using such decomposition, we could estimate the impact of resource allocation in one of the
services on end-to-end request latency.

Standardizing the monitoring across all services would simplify the deployment of crisis
detection and identification tools like our fingerprinting method. Understanding the logical
dependencies between services might help narrow down the possible causes of the problem
and enable tracking of how crises spread among the different services.

Finally, such pervasive monitoring would simplify other datacenter-related problems,
such as capacity planning. Using a dependency graph for the whole datacenter, it would
be easy to estimate how a 20% increase in usage of a particular application translates into
increase in network traffic, CPU utilization, or request latency.

6.3 Concluding Remarks

Statistical Machine Learning is a well understood field, but it has only recently started
to be applied to problems in computer systems. Many systems experts are still skeptical
about the benefits that SML could bring to debugging, analyzing, and controlling systems.
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In this dissertation, we have presented three applications of SML to important problems in
datacenter operations. We hope that we have demonstrated that SML techniques can be
useful and that we have convinced some of the skeptics along the way. We believe that SML
should become part of system designers vocabulary, just like basic analysis of algorithm
complexity or queueing theory.
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