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Abstract— Modern embedded processors have the flexibility is an interesting event, one may need orders of magnitude
of dynamic switching between power operation modes, such asmore processing power to quickly analyze and react to it.

using voltage and frequency scaling. Platforms with heteme- — aying Jow-end, power efficient microcontroller dedicafed
neous processors and reconfigurable buses further extend ¢h L ! L i
energy/timing trade-off flexibility and provide the opportunity to the “quiet” time can lead to significant power saving.

fine tune resource usage for particular applications. This pper Processors such as the ARM or MSP430 can be pro-

gives a resource model for heterogeneous multi-processome grammed to operate in one of the several power modes of
bedded platforms and formulates power-aware real-time resurce  gperation, by software-controlled voltage (DVS), or oper-
scheduling problems as integer linear programming problers. In ating frequency (DPM), or both. The flexibility to choose

particular, we take the time and energy costs of mode switchig hich d which ti de t
into account, which considerably improves the accuracy offte WNICN Processor and which operation mode 1o Uuse Opens

model. We apply the resource model to a stackable mult- UP @ possibility of a fine-grained resource management in
processor embedded platform, callednPlatform, and present a heterogeneous multi-processor systems by trading powhr wi

case study of scheduling a sound source localization appditon  speeds for the various operating components. Howeveddesi

in a stack of four MSP430-based sensing boards and one ARM7- iming constraints, a scheduler has to take into a considera

based processing board. . . . .
properties of different power modes. Analytical optimiaat

is often not an option due to complex or unknown power

consumption models.

Computing platforms that feature multiple processorsrinte  The problem becomes more challenging when the cost of
connected via high-speed buses have a number of advantagesie switching is taken into account. In the most aggressive
flexibility in scheduling and executing concurrent appiicas power saving mode, called standby mod&I'BY’), almost
to meet deadlines and reconfigurability to mitigate locdlt fa all components inside the CPU are turned off, including
ures or respond to changes in processing or communicationttes internal oscillator. As a consequence, when waking up
sources. Examples include the multi-core/many-core Byste from a STBY mode by an external interrupt, the processor
systems-on-a-chip (SoC), as well as extensible embeddedst wait until the internal oscillator stabilizes befotecan
platforms that comprise multiple stackable boards[19], [8start computing. Moreover, the time and energy cost for the
[12]. Resources here refer to the available processing toainsition depends significantly on the operating mode the
communication components which in turn consume power processor enters next. And this cost can be substantial. For
order to operate. In many settings, especially in the emé@ddexample, in an ARM7-based CPU waking up from a deep
or real-time applications, it is important to minimize theyer sleep mode to the most active mode takes 24.5 ms of time and
consumption for a longer battery life or minimize the latgncl.5 mJ of energy [13], which is enough for the processor to
in carrying out time-sensitive tasks. perform two 1024-sample FFT procedures. THeL ' mode,

Power savings when using heterogeneous platforms candrpethe other hand, consumes a little more power, but has littl
significant. There are large families of embedded processowerhead to wake up from.
with very different power and speed characteristics, naggi This paper addresses the resource modeling and power-
from 8-bit microcontrollers that consume several millitgab aware task scheduling problem for extensible multi-preces
32-bit microprocessors that consume several watts. As egystems. It formulates the scheduling problem as an integer
bedded applications become more complex, their applicatibnear programming (ILP) problem. In our formalism, tasks
requirements may vary dramatically from time to time. Takanay have data dependencies, and each task can run at a
embedded sensing, such as patient monitoring, as an examgiltinct operation mode on one of the processors. There may
When there is no interesting event happening, one wantsto be multiple communication media (e.g. buses) that connect
minimum power in sensing and processing for event detectitire processors. Each of them may be shared by multiple
so that the system life time is long. However, when theggrocessors and operate at different speed mode. A processor

I. INTRODUCTION



may either idle or enter &7 BY mode when there is no task Il. TASK AND RESOURCEMODELING
to execute. However, if it goes standby, it must pay the extrawe yse a multi-mode, event-driven task model for extensible
cost when waking up from the sleeping mode. multi-processor systems. In this model, an application is

Our formalism covers both power and timing properties. Igtructured as a set modes, callmhfigurations In each con-
one setting, the objective is to minimize power consumptidyuration, the application is a set of asynchronous comptsne
while satisfying the period and/or deadline constraints @fteracting with messages. We call these componexsks
an application. We assume an application is specified as Hfe tasks are event triggered, that is, they respond to input
acyclic task graph where an edge represents a data depgndepents, process them, and may generate output events. So,
between two tasks. This is common in signal processiggconfiguration is a directed graph of tasks linked by data
applications where the problem is represented by a periogifecedence dependencies. We call this grapdsk graph In
data-flow task graph. The resource specification consiststgé following discussion, we restrict us to acyclic taskpiis
a power model for each processor and communication ele-The benefit of using asynchronous message passing is that
ment (i.e., bus). The solution to the problem gives both thee tasks may be mapped to different processors transpar-
optimal task-to-processor allocation, task-to-mode n@pp ent to users. This gives a system the flexibility to adjust
and computation and communication schedule, all withisperation conditions according to application requiremsen
the resource, precedence and timing constraints. Noteathatonfiguration changes, though, are explicitly specified by
similar latency minimization (i.e., throughput maximizat) programmers. When changing configurations, existing tasks
under power constraints is also tractable in our framewogn be terminated; new tasks can be created; and the states of
with some modifications. running tasks can be reconfigured. But within a configuration

We used our resource model and scheduling algorithitte structure of a task graph keeps unchanged.
for sound source localization (SSL) on an extensible multi- Each configuration may associate with user specified con-
processor platform, callednPlatform, being developed at straints, such as total energy budget, end-to-end real riéme
Microsoft Research (Figure 1). SSL uses an array of micrquirements, and some specific task mapping. A task schedulin
phones to estimate the direction of the sound source. It isagorithm is used to determine the setting of processors and
computational and memory intensive application that imesl bus, such as voltage scaling and clock frequency, the caenple
FFT and massive hypothesis testing. Th&latform we used allocation of tasks to processors, and the release time and
in this study consists of onglRAM 7-based board and fourdeadline for each task. In this paper, we only consider the
M S P430-based boards each with a microphone attached. Ttagk scheduling problem within a configuration. This is not a
SSL application stresses the platform in almost all dim@msi  significant limitation, since once schedules are computed f
memory, execution time, and power consumption. Thus, dvery configuration, changes of configuration can reload new
is an ideal candidate for verifying our resource model arsthedules.
scheduling algorithm. At run time, each task is mapped to a processor. The
communication between two tasks are either local, if the two
tasks are on the same processor; or across the communication
bus, if the two tasks are on different processors.

We first formally specify the task and resource model that
is used in the ILP formalism presented in the next section.
Throughout the paper the following notation convention is
used. The constant parameters, the variables, and thefsets o
the model are written in lower-case, upper-case, and upper-
case Gothic letters respectively.

A. Resource Model

We assume three specifications are given: a platform spec-
ification of the hardware configuration and resources, an
application specification of dependency and timing require
ments, and a mapping specification that includes worst case

Fig. 1. A prototypingmPlatform stack. execution time of each task on each processor and worst case
communication time of each message on each bus.

The paper is structured as follows. Section Il introduces Platform Specification
resource and application models and gives a simple motiyati « A set of processor$ communicating through a set of
example for such models. Section Il presents the powereawa  buses. We assume that each bus is either shared using a
scheduling problem as an ILP formulation. Section IV applie = TDMA-based protocol or is dedicated to a single proces-
the resource model and scheduling algorithm to an extensibl sor. More general processor communication models are
multiprocessor embedded platform and explores applicatio  possible within the formalism, but are not included in this
parameter space for a sound source localization applicatio paper for simplicity of the presentation.




« A power model for each componente P U B, i.e., for processorp € P, otherwisea,, = 0. Depending on a
each processor or busa set of active operating modes problem instance, for a subsgt of tasks7 allocation
M specified with powemp. ,, consumed in each mode may be determined directly by the problem specification.
m € M. Almost all micro-controllers support frequency For instance, a data sampling task may execute only

scaling, so, for instance, each modeNh may be related on certain processor boards connected with a particular
to a particular processor operating frequency. sensor. Similarly, a subset of tasks may have preassigned
In addition to active power modet, there are typically modes of operation.

two sleep modess = {I,S}, with IDLE model and  The scheduling algorithm can also take into account energy
STBY modeS. In the IDLE mode the internal clock per sensor reading or energy per memory read or write
is not stopped, but most other internal components agperation. Although this does not make the corresponding

For c € PUB IDLE mode is specified withp., the |LP more complex, we do not present it here to keep the
power consumed on componanin I DLE model. presentation simpler.

In the ST BY mode the internal oscillator is completely

stopped but it can be maintained outside the chip, e.§: Motivating Example

through a real-time clock. For € P STBY mode is Beside solving the task allocation and scheduling problem
specified with:p. s - the power consumed on componenfor a given application, the objective of the formalism pre-
in STBY modes, p ,, - the power consumed duringsented in Sec. Il is to determine the active and sleep mofdes o
waking up fromSTBY to modem € M, andt, ,, the operation that are optimal with respect to power. In thigieac
wake-up time to moden € M. The costs of waking up we try to motivate the optimization procedure by showing
from the IDLE are often considerably smaller than thehat the optimal mode selection is not obvious and depends
the same costs for th€7'BY mode [13], and thus will on power costs and other parameters even for the simplest
be ignored in the model. applications.

We also assume that a bus can only operate at one activgVe consider an application with a single periodic task
mode within one configuration to avoid the complexitgxecuting on a processgr with period 7. So, no commu-

of dynamically synchronizing the TDMA protocol. nication is involved in the example. The power model for
« For each component € P U B an upper bound on p consists of three active mode'st = {1, i, %}, where 1

allowed component utilizatiom,,. denotes the mode with the largest agg with the smallest
Application Specification (32 times smaller) operating frequency. In addition, theme

; two sleep modes,DLE andSTBY, S = {I,S}. We assume
with a set of . . ;
that after executing task in a certain moden the processor
Qters one of the sleep modes Let a given parametet
e equal to the processor utilization in the slowest frequen
e(node. Thus, the execution time of the task in medez M

« A directed acyclic task grapg = (7,¢)
tasks7 and& C 72. Let 7 € T denote a task, and let a
pair (7;,7;) € £ denote data dependency, i.e., precedeng
between two tasks; and ;.

« A period © of the execution of the task graph. Her
we present the procedure for a single-rate applicatioﬁ%. U
In a multi-rate case, different task subgraphs may have brp.m = 32.m

different periods, the constraints are written for mutipl 1o simple power model presented above provides the follow-

instances of _subgraphs, and is defir_wed as the Ieasting expression for the energy spent in every period
common multiple of all subgraph periods.
!

« A release timer, for each source node € Src(G), and  J(m, ) = Dpm trp,m+DPp.s (T—trpm—tpy m ) HFDp s by m.s
a deadline timed. for each sink node of € Dst(G).
A source (resp. sink) node is each nodejoWith input
(resp. output) degree equal to 0. We assume> 0 for
each source, and, < 7 for each sink node-.

The three elements of the sum denote energies spent in mode

m, in sleep modes and in waking-up from mode to mode

m, respectively from the first sum element.

. P In previous research we measured the parameters of the

Mapping Specification equation for an ARM-based processor and, together withrothe

« Foreachtask € 7, processop € P and moden € M, data, they are presented in the Sec. IV. We used them to
the worst-case task execution time, ,,. This value can compute the optimal modes and s that result in minimal
be measured or estimated by computing worst-case tasikergy.J(m, s). The computation was performed for the range
number of cycles. of periodw = [0, 100]ms and utilizationu = [0, 1] values. The

« For each taskr € 7, busb € B and modem € M, results are shown in Fig. 2. It follows that, for differentwes
the worst-case communication timg; ,,, of the message of parameters, all active and sleep power modes can in some
that contains task output. This value can be measuredommbination be optimal. In general, for large perigdthe
estimated by determining the largest size of the output optimal active mode is the largest frequency mode and optima
task 7. sleep mode is the standby mode. Howevey, i large, even

« An optional allocation mapping of tasks in7 C 7 to for medium values ofr the optimal combination may be
processorsu,, = 1 if task 7 € 7 is preallocated to slowest frequency mode and idle sleep mode. It is intergstin



to note that for the linear execution time model as used heres Integer task execution and communication start time-

if the waking-up costs are all zero, the optimal modes are instant variabless® and S¢. For each task € 7 let S¢

the largest frequency and standby modes, irrespectiveeof th  denote the time instant whenstarts executing, and let

values forr and u. S¢ denote the time instant whenstarts communicating
its output.

I ; In general, if the ILP problem variables are bounded, as in

LT our case, the problem is NP-hard. However, problems with
L thousands of variables and constraints can efficiently hedo

with modern ILP tools. We tried to keep the number of core

variables as small as possible because this nhumber mostly

determines the actual computational complexity.

Since some constraints cannot be represented as linear
expressions of core program variables, additional vagmbte
needed for the linear form of the program. Typically, such
variables are determined once the values for the core Vasiab
are set. In the ILP problem constraints we use the following
variablesderivedfrom the core variables described above:

e Urpms Urpm and K, ,, n,. For eachr € 7, p € P and
Fig. 2. Optimal active and sleep power modes for minimal gneosts per m € M, let binary variable

period in a simple periodic application . . .
| L b F — Urp,m be 1 if and only if taskr is allocated to
. INTEGERLINEAR PROGRAMMING FORMALISM processop and executes in mode.
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A. ILP Variables - K, ,.m be 1if and only if task-, in addition to being
The complete solution of the problem informally described allocated to processagr and executing in moden,
in the introduction consists of allocation (task-to-preser, starts after a wake-up from standby mdsle

task-to-bus) and operation mode (task-to-mode, bus-tdeno For eachr € 7, b € Bandm € M, let U, ., be 1
mappings, but also of a static time schedule for the tasks. if and only if the output of task is communicated over
Since the number of processors, buses and modes is finite the bush which operates in mode:.
and relatively small, the mappings could be encoded with, Vs ps Nevrpy Brripy Reprp, and H, .. For each
binary variables. However, this is generally not true foe th pair of tasksr, 7 € 7 andp € P, let binary variable
schedule part of the solution and, therefore, one appraach f — V,.., be Lifand only ifr andr’ are both allocated
the problem is (mixed) integer linear programming (ILP). In to brg)cessop,
principle, a correct ILP solver will always find an optimal — N,.,., be 1 if and only if, in addition tor and
solution, whenever there exists a feasible schedule thiafisa o ’béﬁ’ng allocated to processgr 7 immediately
all constraints. For the CPLEX solver [9] that was used is thi follows 7, not necessarily within the the same period
study, all constraints have to be of the for (a; - X;) p b;, iteration,
wherep is an element of the se<,=, >}, coefficientsa; — B..., be 1 if and only if, in addition tor and
andb; are real-valued constants aid are program variables - ybeyzi)ng allocated to processgr, 7 immediately
that can be of either binary (0 or 1) or integer type. follows T across period iterations, i.e., if and only if
We first present the variables of the ILP problem that form task 7' is the first andr the last task executing on
the output of the entire procedure. The setcofe variables

. _ D,
con5|§ts of. . . - R, ., be 1if and only if, in addition tor andr’

« Binary task-to-component allocation variable For each being allocated to processer and ' immediately
task T € T and egch processgrc P let A, , be 1 if following 7, between the two tasks the procesgor
and only if taskr is allocated to processgr. Also, for is in the standby mods. Let H.., represent the
each task- € 7 and each bué € B let A, be 1 if and time spent in the standby mode. P

only if the output of task- is communicated over bus

« Binary task-to-mode and bus-to-mode varialdle For
each taskr € 7 and each mode: € M let M. ,,, be 1
if and only if taskr is to execute in moden. Also, for
each busb € B and each moden € M let M; ,,, be 1
if and only if busb is to operate in moden.

« Binary task transition variabl&'. For each task € 7
let X, be 1 if and only if, on a processor to whichis
allocated, the execution of taskstarts after a wake-up The ILP problem is defined with the following set of
from standby modé&. constraints:

For instance, the consumed power of a processor directly
depends on the time spent in the standby mode. In fact,
representing this time as a linear combination of core and
derived variables makes the constraints of the ILP problem
more difficult.

B. ILP Constraints



o System assumptions.A task is allocated to a single
processor. For all taskse 7

D Arp =1
peEP
A task executes in a single mode. For all tasks 7
> M=t
meM

A shared bus operates in single mode (other than idle
model). For all busesh € B

> My =1
meM

Execution and communication time.By definition of a
derived variablelU, , ., we haveU;, , ,, = 1 if and only
if A-, =1 andM,,, = 1. We first note that arbitrary
binary variablesX,Y and Z satisfy expressiolX AND
Y = Z if and only if they satisfy linear inequalitp <
X+Y-2Z <1.Thus,forallr € 7,p € Pandm € M

0 S AT,p + M‘r,m -2 U‘r,p,m S 1
Similarly, for all 7 € 7, b € B andm € M
0< Arp+Mym—2-Urpm <1

Note that the solution execution tim@. of task r, and
communication time of its output’;, can be represented
as the following linear expressions, that will be used as
a shorthand in other constraints

A A
ET = Z Z tT,p,m'UT,p,mv OT = Z Z tT,b,m'UT,b,m
pEP meM beB meM

Wake-up time. By definition of a derived variable
K; p.m, we havekK, , ,, = 1 if and only if X, =1 and
Urpm = 1. Thus, forallr € 7, p € P andm € M

0 S XT + UT,p,m - 2 . K‘r,p,m S 1

The wake-up timel¥. of task7 can be represented as
We2 D D thm Krpm
peEP meM

Release, deadline and utilization.Each source task
T € Sre(G) cannot start execution before its release time *
instant

rr < S%

Similarly, each sink task € Dst(G) has to complete
execution before its deadline time instant

S¢+E, < d

Each processor or buse PUB cannot be utilized above
its maximum allowed utilization,

D, D tem:

T7€T meM

UT,c,m S T Ue

Ordering. By definition of a derived variablé’- , ,,, we
have V.. ,=1ifandonly if A.,=1andA, , =1.
Thus, for all7,7" € 7 andp € P

0< Aﬂp + AT’m -2 VTJ’,p <1

Binary variableN; ; , is 1 if and only if on processop
taskr’ executes immediately after task The following
three expressions put constraints @4 .. ,. For all
7,7 €T andp € P

NTaT/7P S VTaT’7P

ForallT € 7 andp € P
Z NT,T/,p S A‘r,p

T'eT
Forallp e P
YD) DRSSy
TeT 7'eT Te€T

Binary variableB; ;. ,, is 1 if and only if 7" is the first
andr the last task executing om Thus, we have for all
7,7 €T andp € P

BT-,T/#? S NT-,T/#?

Forallp e P

S Bt

T€T 7'€T

We will use the following short notation

A A A
VT,T’ = § VT,T’,paNT,T’: § NT,T’,paBT,T’ = § BT,T’,p

peP pEP pEP

For instance,V. - = 1, if there exists a processor such
that bothr andr’ are allocated to it. If, for a given € 7
there is nor’ € 7 such thai(r, 7’) € £ and the two tasks
are allocated to different processors, than the output of
7 should not be sent over any bus. Thus, for each task

TeT
Z AT,b S Z (1 - VT,T’)

beB (r,7")€E

As a consequence, for a task whose output is not sent
over any bus we havé’; = 0.

Precedence.A task may be scheduled for execution
only after all its predecessor tasks complete. For each
dependent task pair, ') € £

S¢+ E, < S,

Also, the output of a task may be communicated only
after the task completes. For eacke 7

S+ B, < 8¢

If the two tasks in a dependent task pé&ir,7’) € &

are assigned to different processors, then the start time
instant of 7’ is constrained by the completion of the
communication of the output of. In the following



constraint, the numberis a positive constant with a largeC. Objective function

value. If the two tasks are assigned to the same processofhe gptimization objective defines the objective function
the rightmost element takes a large value. The giveihg specifies the optimization direction, min or max. In this
constraint still holds and the constraint is automatlcallp{aper we minimize the system power while satisfying timing
satisfied, so the communication time is ignored. Howeve{pg dependency constraints described above. We assume that
if the two tasks are not assigned to the same procesgg total system power consists of power consumed by com-
the rightmost element is zero and the communicatifytation and communication elements, i.e., by processdps i
t|mel|s taken into account. For each dependent task pgifq puses i8. Recall thatp,.,,, denotes the power consumed
(r,7) €& on component € P U B in modem € MUS, andp ,
denotes the power consumed owluring a wake-up from the
S+ Cr <S5 S
rtbrs otz Ve standby modeS € S to modem € M. Let T, ,, be the

Overlap. A task can begin its execution anytime bufotal time in a single period spent on component PUB
its execution cannot overlap with the execution of othdp modem € MU S, and T, the time spent in waking
tasks. Recalling large constant as in the previous UP from standby mode to mode < M. The system energy
constraint, the following constraint is not automaticallfonsumed in a period is given with the linear expression
satisfied only ifN, ., = 1, i.e., only if on a processor the / /

i , T T T e . J = “Tem + - T
execution ofr’ immediately follows the execution af. Z ( Z Pem  Ze,m Z Pem Tem)

In essence, assuming, .- = 0, the following constraint . . . .
requiresS¢, to be larger thars¢ for the execution time All power data is considered to be known, and all time vari-

of task r and wake-up time of task’ (if different than ables can be represented through following linear expassi

0). Binary variableB, . , is 1 if and only if7’ is the first of the ILP problem variables defined previously:
andr the I_ast task exe<_:uting agn So, the term—mBT__,/ Toom = Z tream Urem (for m € M)
accounts if the execution af extends over the period ' '

c€EPUB meMUS meM

TeT
bound. For allr, 7" € T
Té,m = Z t&m - K; em (for m e M)
Si +E + Wy —7-Br o < Si/ +z- (1 — NT_’T/) reT
Since a bus is shared through a TDMA protocol addi- Tes=Y > Hroo
tional communication constraint is that two transmissions reT /€T

from the same processor board cannot overlap.
Tei=7— Y (Ten+ Tip) = Tes

S+ Cr—m-Brp <SS +2-(1—Nprr) meM

In the scope of this project we have built a small tool
that automatically generates input to the CPLEX ILP solver,
i.e., the constraints and objective function, from a higbel
application and resource specification.

Standby time. Derived binary variable?. , , is 1 if and
only if N; ., =1 and processop starts executing’
after waking up from standby mode (K, = 1). Thus,
forall 7,7/ € 7 andp € P

IV. MODEL EVALUATION CASE STUDY

O0<Nrrpt K =2 Rrprp <1 A. Sound Source Localization

If R, = 1 then derived variableH; .., is the Sound source localization (SSL) is classical sensing appli
time spent in standby mod® after completingr, else cation that uses a microphone array to detect the direcfian o
H, . ,=0.If R, ., = 1 then the both sides of thesound source. They are used in teleconference, intelligent
following inequality reduce to zero making: . , equal ture/class rooms[18], human-computer interactions, arget
to the the standby time. For atl 7' € 7 andp € P tracking[6]. The basic principle is to use the time differes
of arrival from the sound source to different microphones
€ € . .
0< Si+E+Hr zrp+ Wr =S5 —mBr v p < 2:(1=Rrr pio triangulate the sound source location. There are many
algorithms proposed for the application [22]. In this paper
0<Hrrp<z-Rerp use a SRP-PHAT algorithm [5] with four microphones placed
Predetermined variables.The preallocation of taskg atthe four corners of a square. The Ie_ngth of the sides 1S ZQcm
o . . . In SRP-PHAT (and similar algorithms) the location is
specified with the mapping: generate the following : : . S
: = determined by computing delay between times of audio signal
constraint. For allr € 7 . : : . L
arrival to different microphones. This delay could, in ifie,
Aro=a, . be estimated from the signal cross-correlation functioithW
’ ’ an array of microphones, the sum of correlation functiorer ov
Similar constraints can be written for predeterminedll pairs of microphones has to be considered and maximized.
mode variables. If the number of used microphones§,, such a sum would



| Parameter | ARM7 | MSP430 |

Active power at full speed (mW) 186 10.8
Active power atl/4 of full speed (mMW) 76.4 2.7
Active power at lowest speed (mW) | 42.5@1.9MHz | 1.4@0.75MHz
Idle power (mW) 42 0.005
Standby power (mW) negligible negligible
Wakeup energy (to full speed) (mJ) 15 negligible
Wakeup energy (to lowest speed) (mJ)) 0.1 negligible
Wakeup time (to full speed) 24.5ms 6us
Wakeup time (to lowest speed) 1.4ms < 6us
TABLE |

Fig. 3. Task graph of an SSL application. Sound signals amgpkal from  PROCESSOR POWER CONSUMPTION AT DIFFERENT OPERATING MODES
4 microphones synchronously; Fourier transform is apptedach signal
sequence to extract the frequency components; the SC tasg&ifi@ds if the
source sequence comes from human speech or background arudsthe HT B. Hardware Design
task performs the location hypothesis testing in the fraqualomain.
We evaluated SSL usingnPlatform, a modular and ex-

tensible hardware platform developed at Microsoft Regearc
naturally requireD(N?2,) computational complexity. However, mPlatform consists of a collection of circuit boards; a number
by assuming a certain suitable weighting function to take inof these boards are stacked together to implement a device
account the noise, the complexity can be reduce@td/,,) Wwith specific features. Some of these boards are general
[22). purpose processing boards while others are special purpose
In practice, the maximization of the correlation functien iboards such as radio boards for wireless communication,
achieved through hypothesis testing. Namely, multiples®u sensor boards for sensing physical phenomena, and power
location hypotheses are tested and the one that resultin Bieards for supplying power to a stack of boards. Each special
largest correlation is declared as the source locationtdler purpose board, except for power boards, also has a local
conference applications the location is commonly represen processor which enables efficient real-time event handling
in spherical coordinates, so each hypothesis correspands tAll mPlatform boards implement a uniform hardware inter-
a spherical segment at a certain distance from the centerfage. This uniform interface makes it possible to stack tioge
the scene. In this study we considered simpler implemamtatiany combination of boards to implement a device that meets
in which each hypothesis is related to a planar angle. Thpecific application needs.
selection of the number of hypothesA% is also important  EachmPlatform board connects to multiple buses for inter-
and directly affects computational complexity (see [16} foprocessor communication. There is a 24-bit wide parallsl bu
improvements). that connects to the local processor through a programmable
The signal processing algorithms like SRP-PHAT are usbus, implemented using Complex Programmable Logic De-
ally performed in the frequency domain because of mowice (CPLD). The CPLD bus is shared using a TDMA-like
efficient processing and noise filtering. The algorithm is- peprotocol. A set of switchable serial buses enable dynamic
formed for a window of frequencies, i.e., for a window®f, pair-wise communication between processors using stendar
discrete frequencies. For audio applications this windew $erial protocols such as RS232 and SPI. There is also a
usually within 0.2-4KHz. Moreover, since hypothesis tegti multi-master I12C bus shared by all the local processors. For
is used in the SRP-PHAT algorithm, the frequency domafsSL implementation, we used a stack of 6 boards. The stack
allows for a table with a phase shift for each hypothesis tmnsisted of a processing board with dlRM processor, 4
be computed off-line, thus reducing the number of operatiogensor boards - each with an omni-directional microphone
performed on-line. attached to an\/ S P430 processor, and a power board. We
Application specificationFig. 3 shows the task graph of theused the 24-bit CPLD bus for inter-processor communication
SRP-PHAT algorithm. The FFT task applies Fourier transform Platform specificationWe used the OKI ML675003 mi-
to the sampled sound signals. The SC task performs nogecontroller with 512K of Flash ROM, and 32K RAM for
power estimation. In the simplest variants of the algorithem the ARM processor [2]. The processor in our system runs
noise level is used to classify the currently processinglbloat a maximum clock frequency of 60MHz. The clock can
of samples, i.e., to decide whether the currently processeel scaled down by 2,4,8,16, or 32, resulting in 6 different
sound is noise or voice. If more than two channels decide thabdes corresponding to different operating frequencresur
their blocks contain voice samples, the HT task is executedprevious research [13] we presented results of extensiwepo
determine source location through correlation maximarati measurements. Some of the measured data relevant for this
In more complex algorithm variants the noise level itself istudy is given in Table IV-B.
used in the expression for correlation. If more than 3 SCstask The TI MSP430F1611 microcontroller used in the
vote that the samples come from a sound source rather thalat form sensor boards operates at 4 different frequencies,
noise, the HT task is triggered. HT task performs hypothedtse highest being 6Mhz [1]. The required power data for
testing to find the most likely angle of sound source. For thikis microcontroller is taken from [17]. The parallel bussha
discussion, we ignore the cost of the VOTE task. maximum clock rate of 16MHz.



| Parameter | RingCam [ mPlatform |

the execution times under other frequencies are scalearline

sampling frequencyfs 16KHz 8KHz

sample block sizeVg g 640 512 from these nu_mbers.

number of hypotheses/;, 90 12 The execution time of the FFT task, measured on both
number of microphonesVr, 8 4 ARM and M SP board, is shown in Table IlI for different

window size Ny, 240 240 .
sample block sized/r . Table IV shows the measured worst
TABLE Il case execution times of the HT and SC tasks onAtie\/

THE BASELINE PARAMETERS OF THESSL APPLICATION. board that in most scenarios has to execute these taske Tabl

(a) gives execution times for different number of hypotlsese
Similar to the processors, the bus can also be slowé\_ﬁz' and Table (b) gives execution times for different window

down resulting in five different possible clock rates making S1Z€SVuw-
possible to vary th€' PLD power consumption. The required

[ samples] MSP430 (ms)[ ARMY7 (ms) |

power data can be computed from the curves given in [3]. 6 62 5719
32 38 0.364
C. Performance Model 64 8.82 0.686
The parameter space of the SSL application is large, which 128 20.1 1.4
enable_s tuning the performance even for embedded i_mple- g;r_’g gg:g é:gg
mentations such asiPlatform. Table Il shows the baseline 1024 218 13.6
parameters we implemented withPlatform, in comparison
to the similar algorithm implemented in RingCam project [7] TABLE Il
using a dual CPU (Pentium 4) 2.2GHz PC. The table gives an THE EXECUTION TIME OFFFT OF VARIOUS SIZE

idea of the performance level that can be expected from the ) .
embedded solution such asPlatform. D. Resource Scheduling and Performance Exploration
Beside the basic signal processing parameters such adssuming the sampling frequencf,=8KHz and sample
sampling frequency,, the sample block siz&/» 7, and the block sizeNprr=512 the block of samples is collected in time
window sizeN,,, there are several application-level parameteperiod of 7; = ¥£rr =64ms. Consider first the case when all
such as the number of microphon@g,, the number of tasks execute o RM board. When the total execution time
hypothesesV,, (determining the sensing accuracy), and th&.: = trrr+tsc + tar for the entire task graph is taken into
classification threshold (determining the sensitivitheeffect account, we see that th&R)M processor can process every
of each of these parameters on the application time as@mple in real-time only for the most conservative values of
memory complexity can be tremendous. For instance, the sidber application parameters. Namely, Fig. 4(a) and (bjvsho
of the constant look-up table that stores phase-shift gdloe the ratio t%—f' when the parameterd’;, and N,, are varied
all location hypotheses 9(Ny, - N,,,- N,,). Since each value is respectively. Ideally, this ratio should be less than 1. fSo,
a complex number, even for 4 microphones, 12 hypothesis andtance, ifN,=12 (i.e., location resolution of 30 degrees) and
window size 240, the requirement easily sums up to 200KB/,,=240, we have?:;—jf=2.6, which means that only every third
The RAM requirements ar@ (N r1- N,,,) which may also be sample can be processed.
critical since even thed RM board has only 32KB of RAM.  We used the ILP procedure presented in Sec. Il to explore
The time complexity analysis of the SSL algorithm igshe optimal resource management assuming the application
important if we want to have timing guarantees for thparameters from Table Il and resource models presented in
application. The tasks in basic variant of the algorithnfgen previous subsections. Motivated by the simple analysisfro
the following order of operations (usually multiply opecais): the previous paragraph we performed the procedure forrdiffe
O(Nppr - Ny,) for FFT, O(N}, - N,,,) for SC, andO(N}, - N,,,-  ent values of the application period froB00ms to 250ms.
N,,) for HT. So, the dominant part of the time is required for Generally speaking, the fundamental trade-off in thiseayst
the HT task, which becomes even worse if noise correction abmes with the fact that for any task, it takégSP 15
gorithms are implementedX( N2 )). The processor boards intimes more time to execute, but use&l8 the energy of the
the currentnPlatform do not have a DSP or floating-point co-ARM processor. The idle mode oARM is significantly
processor so all signal processing algorithms are implésdenmore expensive than that on thd.SP and waking up to
using software floating-point emulation. However, the codsn active mode costs time and energy. So, it makes sense
for all the tasks typically consists of nested loops of anélic to allocate tasks as much as possible to Ati& P processor
operations, so the execution times are highly determaéstd as long as the real time constraints are not violated. This
almost data independent. gives ARM enough time to go into a deepSf’BY mode.
Mapping SpecificationWe conclude this subsection byThe effect of more tasks executing @d.SP becomes even
presenting some of the execution times of the SSL task®re apparent when application parameters, e.g. the FEEK blo
directly measured on different processors of our prototysize or number of hypotheses, are reduced, making the task
implementation. The basic application parameters for xall eexecution times smaller.
periments are the parameters shown in Table Il. We measureétigure 5 shows the task allocation for the following three
the task execution times for the fastest mode, and verifigd tltases:



[N 2 [ 3] 4] 6 [ 12 [ 18 | [Nu ][ 160 [ 180] 200 220 | 240]

tar || 278 | 37.8| 48.8| 75.8| 138.7| 235.08 tar || 92.67] 103 | 120 | 130.4| 139
tsc || 1.15] 1.62| 1.92| 3.8 | 4.8 9 tsc || 2.4 | 3.8|4.25| 552 | 5.74
@ (9)

TABLE IV

MEASURED TASK EXECUTION TIMES VALUES FORHT AND SCON ARM .

-
g 250
&

2 4 6 [ 10 12 14 16 18 T80 190 200 210 220 230 240
N N,
h w

@ (b)

Fig. 4. Portion of samples that can be processed as a funatianmber of hypotheses (a) and frequency window size (b)

A. When voting is considered as part of HT and the periadsks onARM board, we can achieve an end-to-end delay
is 200ms, the optimal allocation is to havk/ S P boards of 235ms per 512 samples, that is, our final system processes
send all their samples td RM board and have the FFT,roughly one forth of the source signals. A detailed breakrdow
SC, as well as HT running od RM. All tasks run in measurement is shown in Table V.

the fastest processor mode. TH&M cannot switch to | o [ Board | execution Time (s
STBY mode. The idle time orARM is 42_ms, while ADC and DMA | VISP =i
the M SP boards spend most of the time in td" BY 512 point FFT | MSP 100
mode. The total energy cost in one cycle3is7m.J. \oi ISCI st mgg Zg
H H H H olse level update|
B. When votl_ng is considered as part of HT and the period Bus (4 channels) | CPLD 9
is 250ms, it pays off to setARM into the ST BY mode, \oting ARM unmeasurable
and move both FFT and SC to tié.S P board. All tasks o HI] § /:ARS'Y'D 11348
. . . verhea
run in the fastest processor mode. This results in a total Overhead ARM 6
energy cost for one cycle df4.1mJ. Now the ARM
processor spend&’.5ms in the ST BY mode. TABLE V
C. ltis interesting to observe that when voting is considere THE EXECUTION TIME OF SSLAPPLICATION ON mPlatform
as a task (as shown in Figure 3) with arbitrarily small
execution time, it completely changes the mode that the V. RELATED WORK

ARM wakes up into. In this case, thaRM wakes  There exists extensive research on system-level low power
up to the slowest mode with transition timelms and optimization. A good survey is given in [4]. Most of the tech-
transition energy0.1lm.J. Now, with the sameMSP njques, especially analytical ones, study single processs
allocation as in B the total energy costd8.2m.J. This tems. Our ILP formulation integrates multiprocessor atam
verifies the observation made in [13] that whed &)  and schedule generation with operating mode selection. The
processor wakes up from a standby mode, it shouldp framework has also recently been used for optimization o
always first wakes up to the slowest frequency mode. multiprocessor systems, but with different optimizatioitecia

nd without taking into account power at all. So, in [10],
20], and [23] the objective is to maximize, respectivehe t
throughput, the minimal task slack, and task extensibility

It is clear that the HT task is the biggest time, memor
and power consumer. Its 138ms executionARA/ consumes

more than 25 mJ (or 75%) of energy. Note that the abo : .
4] authors use integer programming to solve the problems

analysis is for worst case scenarios. So, if there is o ' licated but simpler tmi dels. |
background noise, the HT task does not have to be trigg Il, more complicated power, but Simpler timing modets. n
and theARM7 may not need to be activated. This shows thRensor networks research, ILP formalism was recently also

advantage of heterogeneous multiprocessor platforms. used to address optimization of global communication betwe

: L nodes [21], [15].
We also implemented the complete SSL application on

mPlatform with more functionalities such as adapting to noise VI. CONCLUSION
level. By allocating FFT, SC, and noise-level updating on We tackle the challenge of resource modeling and software
each M SP board and allocating VOTE, SSL, and Displayscheduling in extensible multi-processor embedded system
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Fig. 5. Task scheduling results (a) Optimal solution, pErit®)0ms
low speed, period250ms

150 200 250 100

(b)

150

Our model takes into account multiple operation modes angd]
the cost of mode switching. With an ILP formalism, we are
able to solve the optimal task to specific processor mode
assignment. Thus, with given end-to-end real time cormgBai [9]
we can achieve minimum energy consumption. We have bufifl
mPlatform, a stackable multi-processor platform with hetero-
geneous microprocessors, including MSP430 and ARM7 clgss|
processors. Using a sound source localization applicatsn
an example, we show interesting resource trade off based 2
application quality requirements.

Our example has a periodic data-flow task graph that is com-
mon in signal processing applications. As such the scheglulij; 3
is assumed to be performed off-line. However, its output, in
the form of a static schedule, can be used as a basis for[ﬁ{f
on-line scheduler if the application contains also apéciad
bursty task requests (for instance, see [11]). We plan théur
develop on-line scheduler and task migration mechanisms [95]
extensive multi-processor systems. These algorithmamnakt
likely involve heuristics due to the complexity of seekinglé]
optimal task assignment. The ILP formalism gives a baseline
and theoretical bound for other heuristics.
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