
WebMARS: A Multimedia Search EngineMichael Ortega-Binderberger,a Sharad Mehrotra,bKaushik Chakrabartia and Kriengkrai PorkaewaaUniversity of Illinois at Urbana ChampaignbUniversity of California at IrvineABSTRACTThe Web provides a large repository of multimedia data, text, images, etc. Most current search engines focus ontextual retrieval. In this paper, we focus on using an integrated textual and visual search engine for Web documents.We support query re�nement which proves useful and enables cross{media browsing in addition to regular search.Keywords: Multimedia Analysis and Retrieval System, MARS, Multimedia Retrieval, Image Retrieval, MultimediaWeb Search Engine 1. INTRODUCTIONWith advances in digital multimedia and Web technologies, there is an increasing trend in documents over theWeb to incorporate several media types such as text, images, audio and video. While some prototype systems1{3as well as commercial Web search engines4 have started to incorporate image search extensions, few systems haveproperly explored the use of all available information in di�erent media types for retrieval into a single integratedframework. To address this limitation, in the MARS project, we have developed a web search engine, WebMARS,that exploits both textual and visual information for HTML document retrieval. The integrated retrieval frameworkallowsWebMARS to exploit both the textual (e.g., words) and visual content (e.g., images) of Web pages in answeringuser's queries. WebMARS not only searches over multiple media types but also utilizes cross-media information toimprove the search performance. Answers returned to the user by the system on evaluation of a query may includegood and bad results. To enhance retrieval performance, query re�nement (QR)5 is used. QR changes the originalquery with user input to improve its results. QR is exceedingly important since the user may initially submit a coarsequery using one media type and then use successive re�nement iterations to search related material in a di�erentor composite media. This e�ectively bridges the gap between di�erent media types, allows queries to spread fromone media type to another, and fuses querying and browsing into a single integrated framework. Our preliminaryexperiments show that for both small (2000 documents) and medium (20,000 documents) sample HTML collections,retrieval e�ectiveness (precision and recall)6 improve signi�cantly when both image and text properties are used forcontent search instead of just using a single media type.This document is developed as follows. Section 2 describes the multimediaobject and query models used, includingthe query re�nement and document matching models. Section 3 presents some experimental results, sect. 4 discussessome related work and �nally, sect. 5 o�ers some conclusions.2. MODELA document is represented as a hierarchical collection of objects which themselves are represented as collections offeatures (also referred to as terms). Di�erent features are extracted from di�erent media types and at di�erent levels;e.g. images have regions and features are extracted for individual regions and the image as a whole. Examples oftextual features include words in a document, citations, etc. Conversely, visual features refer to either low level imageproperties such as color in an image, textures or patterns, layout or organization of colors and textures, etc. Higherlevel visual features include descriptions of salient regions in an image using visual properties such as shape, colorand textures. Users specify their information need (IN) in the form of a query. Given a representation of the usersIN and a document collection, WebMARS estimates the likelihood that a given document matches the users IN. Therepresentation of documents and queries, and the metrics used to compute the similarity among them constitute theretrieval model of the system.Send correspondence to Sharad Mehrotra, 444 Computer Science, University of California, Irvine, Irvine, CA, 92697-3425.E-mail: M.O.B.: miki@acm.org, S.M.: sharad@ics.uci.edu, K.C.: kaushik@ics.uci.edu, K.P.: nid@ics.uci.edu
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Figure 1. Multimedia Object Model
Figure 2. Multimedia Object Model Example2.1. Multimedia Object ModelThe multimedia object model used is illustrated in �g. 1 which shows an object model with �ve types: composite,textual, textual regions, images and image regions. Object is the major entity that de�nes properties common to allobjects: identi�cation number and type. Composite objects exist to capture the many to many relationship betweenmultimedia objects. For example, an HTML page with an embedded image may result in many objects: the textualpage, several textual regions, an image and image regions, and a number of composite objects that capture therelationships between objects in the page. Image objects are represented through image features described below andare also segmented into several regions for which features are also extracted allowing for region matching. Textualobjects are sub-entities of Object and further described below. A document is a HTML text page and all imagessuch that the text page is related to that image through a Composite relationship. Figure 2 shows how an exampledocument is represented: 17 objects are used, one for the text of the document, 2 for main text regions, 2 for theimages, 4 to represent image regions and 8 to represent the relationships between the textual and visual objects.2.1.1. Text objectsFor textual data, we support two granularities, at the region level and the complete document. Regions can be e.g.titles, citations or paragraphs. We use the keywords feature in a vector space model6 to represent the textual content.Recent models7 provide slightly better performance at a much higher implementation cost. Since our purpose is toexplore techniques to retrieve documents consisting of multiple media types and the relative improvement in retrievale�ectiveness by considering multiple media types in the same retrieval framework, a simplistic text retrieval modelsu�ces. In the vector space model, a textual object is considered as a collection of words. The term frequency (tf)is the number of times a word appears in the object. Document frequency (df) is the number of objects in whichthe same word appears at least once. To avoid noise in the representation of text objects, commonly used wordssuch as prepositions are discarded given their lack of content. Tf correlates positively with the importance of words



in the text object while df correlates negatively. Commonly the inverse of the logarithm of df is used log(Ntxt objdf ),where Ntxt obj is the total number of textual objects, and named inverse document frequency (idf). All terms i inan object are then assigned weights: wi = tfi � idfi,8,6,9 words not present have a weight of 0. Let Nword be thenumber of distinct words in the textual object collection, each object is then viewed as a point (vector) in an Nworddimensional space. Queries and objects are represented the same way. The similarity between objects is de�ned overpairs of vectors, a similarity of 1 indicates a good match. The similarity function used in this model is the cosineof the angle between the vectors formed by the two points in the Nword dimensional space6: sim(D;Q) = D�QjjDjj jjQjj .Textual objects can be complete documents or regions of documents, e.g. titles are stored as separate regions.2.1.2. Image objectsThe retrieval performance of an image database is inherently limited by the nature and the quality of the features usedto represent the image content. For this prototype we used the following subset of features and representations: Colorhistogram (CH),10 and color moments (CM),11 were proposed in the past few years; we chose both features in theHue, Saturation, Value (HSV) color space since the HSV color space has uniform, de-correlated coordinates, bettermatching the human perception of color. The V coordinate is discarded given its sensitivity to the lighting condition.The HS coordinates are used to form a two-dimensional histogram by dividing the H and S dimensions into N �Mbins. Each bin contains the percentage of image pixels that have corresponding H and S values for that bin; note thatthe sum of all bins equals one.10 The similarity between two color histograms is computed by histogram intersectionwhich captures the amount of overlap between two histograms: simcolor =PNi=1PMj=1min(H1(i; j);H2(i; j)) whereH1 and H2 are the two histograms; and N and M are the number of bins along the H and S coordinates. Sincethe histograms are normalized to add to one, this measure ranges from 0 (not similar) to 1 (identical). For CM11the �rst (average), second (standard deviation) and third moments of the H, S and V coordinates of each pixel arecomputed and then normalized. Euclidean distance is used to determine the distance and appropriately normalizedto yield a similarity value.12 Texture Features used include the coocurrence matrix method (CO)13 and waveletbased (WV).14 In CO, four matrices are formed on the pixel intensities to measure variations between adjacentpixel values in the vertical, horizontal, and the two diagonal directions. For each matrix four metrics are computed:second angular moment, contrast, inverse di�erence moment and entropy,13 resulting in a 16 dimensional vector.The similarity between two texture feature vectors is de�ned as the Euclidean distance in this 16 dimensional featurespace. WV is based on a two dimensional three level wavelet decomposition where the texture vectors are the averageand standard deviation of the wavelet coe�cients in each of the 10 generated �elds. Image regions can be obtainedthrough several methods. Human segmentation of visual objects is one such method, or e.g. automatic visual objectsegmentation algorithms with their known limitations. An alternative approach presented in ref. 15 obtains regionsbased on clustering. After extraction of the features for the collection, a domain speci�c post-processing step isrequired that normalizes the features to make their similarities meaningful. This process has three objectives: a) putequal emphasis on each feature element within a feature vector, i.e. account for di�erent physical properties thata�ect their magnitudes, thereby biasing distance measures, b) simplify computation of distance functions, c) mapnatural distance values from each atomic feature into the range [0,1] to facilitate interpretation as similarity values.12The feature vectors are then indexed using Hybrid trees, which are a high dimensionality indexing structure.162.2. Weighted Summation Query ModelWe chose to combine similarity values using a weighted summation model given its monotonicity properties andintuitive operation which naturally lead to query re�nement discussed later.2.2.1. Query treeA query is a tree where nodes can be of two types: 1) leaf nodes nL represent feature vectors, and 2) internal nodesnI which have their similarity computed as the weighted summation of the similarity values for all children of nI.Each child carries an associated weight and the sum of the weights for all children of a node is 1, initially the weightsfor all children of a node are equal, this will change in sect. 2.3. For example, a user can select an image region asa simple query where the query tree is formed by a single internal node (the image region) with its features as leafnodes. I.e. the similarity of arbitrary image regions or images I to the query Q will be the weighted summation of thesimilarities for their component features: sim(I;Q) =Pi2featureswi�simfeature i(I;Q). The similarity of an internalnode nI in the query tree is computed recursively according to sim(object; nI ) =Pi2children(nI ) wi � sim(object; i)until the root of the tree is reached. The similarity value for the root of the query tree is the �nal similarity of theobject with the query.



Figure 3. Example Query Tree2.2.2. Construction of the query treeWe now turn to the construction of the query tree. The tree is organized in four levels: a) Query level is the root ofthe tree and represents the �nal similarity between an object and a query, b) Type level nodes group media typestogether, i.e. media of the same type is handled below this level, c) Feature level nodes group features of the sametype together i.e. images or image regions are at this level, and d) Feature instance level are leaf nodes (nL), allfeatures of the same type, but belonging to di�erent objects in the query, are organized under the same parent.Figure 3 shows an example query tree formed with text and two image elements and the computation of similarityvalues along the tree. Matching of a composite object is described next and shown in the �gure.2.2.3. Document matchingConceptually, the user wants to match complete documents based on all information and all granularities available;sect. 2.3 describes how the user may later assign more importance to certain regions, media or parts of the querytree. The document collection contains textual and image objects at global and local granularities which are linkedby composite objects. To enable document retrieval, conceptually, all objects in the collection are compared to thequery to determine the degree to which they satisfy the users IN, speci�cally, all \chains" of objects that �t the querytree have their similarities computed. I.e. if the query tree contains a text object, an image and an image region,then (from �g. 2): \Global Text 1", \Comp 1", \Image 1", \Comp 5" and \Image Region 1" are said to �t the querytree and this set of objects are used to compute a �nal similarity. The chain \Global Text 1", \Comp 1", \Image 1",\Comp 7" and \Image Region 3" is not valid, and thus no evaluation is done using this combination. Preference isgiven to those combinations that have the most complete �t in the query tree, i.e. those that do not leave any lowlevel nodes empty. Once no more full length matches can be performed, partial matches are taken, setting unusedfeatures to a similarity value of 0. The motivation for this is to include documents that are purely textual or purelyvisual in the retrieval process. Since the user expects whole documents in response to her queries, this imposes anadditional restriction on the retrieval in which all composite objects that share the same document (main text unitderived from the retrieved HTML page) are collapsed together into a text object with multiple associated text region,image and image region objects. I.e. only one document including all associated components will be returned as a unitfor �g. 2, not several individual components. For each document, there might be several \chains" that can match thequery tree. For �g. 2 the complete set of chains is: (\Global Text 1", \Comp 1", \Image 1", \Comp 5" and \ImageRegion 1"), (\Global Text 1", \Comp 1", \Image 1", \Comp 6" and \Image Region 2"), (\Global Text 1", \Comp2", \Image 2", \Comp 7" and \Image Region 3"), (\Global Text 1", \Comp 2", \Image 2", \Comp 8" and \ImageRegion 4"), (\Global Text 1", \Comp 3" and \Text Region 1"), and (\Global Text 1", \Comp 4" and \Text Region2"). To determine the ranking of the complete document, the similarities for all the component chains are included.



a) Centroid only (QPM) b) Changed similarity function (QSF) c) Query expansion (QEX)Figure 4. Intra Feature Feedback ModelsThe document similarity is the maximum similarity among all the chains, and is the one used for ranking purposes.This aggregation process is performed only to present results to the user, and does not modify the structure andsemantics of the query tree.2.3. Query Re�nementQuery re�nement (QR) has two objectives, a) improve the quality of the results, and b) to allow searching andbrowsing in an integrated framework bridging multiple media types. The query model has two main phases. First,individual features are compared to yield feature to feature similarities which are combined at higher levels to �xthe �nal similarity value. The user may receive good and bad results. To enhance retrieval performance, QR is used.QR consists of changing the original query to improve its results. One way to perform QR is to present results to theuser and ask her to state which are relevant and which are not; this is known as relevance feedback (RF), the processof automatically adjusting an existing query using information fed-back by users about the relevance of retrieveddocuments. Following the two stages of queries described above, re�nement can occur at two levels: inside a feature(intra feature feedback), and at internal nodes in the query tree (query re-weighting).2.3.1. Intra feature relevance feedbackRetrieval performance can improve by using RF techniques at the feature level.17 Instead of specifying exact valuesfor the query, the user submits a coarse initial query to start the retrieval process. The feature values of the querywill be automatically re�ned according to the users RF, such that the re�ned query better approximates the users IN.Several RF iterations are done until the user is satis�ed or the re�nement reaches a saturation point. The techniquesdiscussed, query point movement (QPM), its enhancement query similarity function (QSF) and query expansion(QEX), work for features represented as vectors in an N dimensional vector space.In the QPM model, a query in each feature space is represented by a single point. Using RF information fromthe user, the point in the vector space is moved closer to the ideal position. If the sets of relevant and non-relevantfeature vectors are known, an optimal query vector can be determined. In practice these are not known in advance,however the RF obtained from the user provides reasonable approximations to these sets. RF information is usedto construct a new query vector closer to the optimum query. Experiments show that the retrieval performanceimproves considerably with this technique.8,9 The technique described moves only the center-point of the queryspace to a new centroid. Figure 4a) shows a two dimensional example, where the query point (�) is moved to alocation central to the three relevant vectors. The query vector changed, but not the similarity function. In QPM,by applying a scaling and rotation transformation to the query space in addition to the point movement we obtain amodi�ed query similarity function (QSF), the space around the query point is warped; this 
exible strategy is shownin �gure 4b).5,18The QEX model uses several points for the query, instead of a single point. New relevant points are added to thequery and old points not found to be useful are removed. Figure 4c) shows an example of this method. Note that theblack dots represent relevant vectors that are now part of the query. Many policies to add or remove points from thequery exist.17 A simplistic approach is to add all points judged relevant by the user and remove those that are not.Other policies including a cluster based approach in which the points deemed relevant (and similarly not relevant) areclustered and cluster representatives (centroids) of the relevant set are added (points within a non-relevant clusterare discarded) can be found in reference 17. Note that query expansion may add leaf nodes to the query tree.
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Figure 5. Precision Recall, 2k Documents 0
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Figure 6. Precision Recall, 20k Documents2.3.2. Query tree reweightingIn Query Tree Reweighting (QTR) the weights on the parent{child link in the query tree are initially equal forall children of the same parent and add up to 1. Without modifying the structure of the query tree the weightsare changed to better re
ect the users IN. To update the weights, �rst a list of objects for each child is built suchthat all objects returned are restricted to have a higher similarity value than some threshold. Then all the relevantobjects indicated by the user are searched in these lists. The new weight for a link is selected by one of the followingstrategies: a) count of the number of relevant objects in the list, b) minimum similarity value among all objects inthe list, and c) sum the similarity values for all relevant objects in the list. Since this process does not yield weightsthat sum to 1, the weights are normalized to add up to 1 for all children of a node. This process is propagated up inthe query tree until the root is reached. Once this process is complete, the query is re{evaluated and shown to theuser for another iteration of RF. The rationale why the above query reweighting strategies converge to the optimalrepresentation can be found in reference 5. 3. EXPERIMENTSWe have implemented the core of the described model in our MARS server. The dataset consists of hypertextdocuments from the WWW including HTML and images collected by our web crawler which populates the multimediaobject collection. A subset of the collection was used to perform some experiments with query re�nement and tomeasure how multiple media types improve retrieval performance.3.1. Multiple Media RetrievalIn this experiment we focus on the contributions of performing a query using multiple media types. We do thison a subset of the collection by measuring the precision and recall6 of the queries. Precision is the percentage ofrelevant documents in the retrieved set, and recall is the percentage of relevant documents in the retrieved set vs.all relevant documents in the collection. To determine the relevant set for a query, we took advantage of the sourceof the HTML documents we used; the documents are grouped already according to content in sets of about 100 ata time, thus for each query document, the set of relevant documents was considered to be its associated category.Three sets of experiments follow the alternatives: a) using only text objects for retrieval, b) only images, and c) usingboth. Figure 5 and 6 show the results for subsets of the collection with 2,000 and 20,000 documents. Sometimesimage only retrieval outperforms text only, and sometimes this is reversed. However, using both media gives the bestperformance con�rming that using multiple media types for retrieval results in better overall performance.3.2. Query Re�nementThe focus of our experiments to evaluate QR is to test the ability of the mechanism to converge. An initial queryformed with objects chosen randomly from the collection is executed and the ranked result saved as the ground truth(relevant list, RL). Some objects are chosen from RL for a new query, which is executed and produces a retrievedlist (RT ). The di�erence between RL and RT indicates the improvement of the retrieval process. In the ith iteration,
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Figure 7. QEX vs. QPM 0
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Figure 8. QR approachesgood answers in RTi are marked based on RL and sent to the system which re�nes and reexecutes the query tocreate RTi+1. The e�ectiveness of QR is measured by the increase in the similarity between the lists at each iteration.To compare two ranked lists (RL and RT ) we use a modi�ed normalized recall metric (NR).6 Our modi�ed NRcomputes the rank di�erence of the lists, and normalizes based on the number of retrieved documents, not the wholecollection and puts more emphasis on highly ranked responses through weights that linearly decrease from the topranked to j RL j. Experiments include all combinations of proposed strategies. For each combination, query objectsare taken from �ve distances in the RT list to see how fast the query re�nement converges. Figure 7, shows that QEXoutperforms QPM. Figure 8, shows that the counting approach outperforms the other two approaches for reweighting.Experiments show faster convergence to the goal when we start a query close to the goal which con�rms the intuition.Among all approaches explored, counting combined with query expansion outperforms all other models.4. RELATED WORKSimilar to MARS, most existing content-based image retrieval systems also extract low-level image features likecolor, texture, shape, and structure.1,2,19,20 QBIC,2 is the �rst commercial content-based Image Retrieval system,its system framework and techniques had profound e�ects on later Image Retrieval systems. Virage21 is a content-based image search engine developed at Virage Inc. and supports visual queries based on color, composition (colorlayout), texture, and structure (object boundary information). It also supports weighted combinations of the abovefour atomic queries. Photobook1,22 is a set of interactive tools for browsing and searching images, consisting ofsub-books, with shape, texture, and face features extracted respectively; users can query based on features in eachsub-book. Picard et al. proposed to include the user in the image annotation and retrieval loop22 motivated bythe observation that no single feature best models images from all domains. VisualSEEk23 and WebSEEk are visualfeature search engines, from Columbia University concentrating on spatial relationship queries of image regions whereusers sketch their queries. ImageRover24 is a web based image search engine from Boston University, it producesa vector representation of the image and text features creating a unique vector for each image content. A projectfocused on multiple media types in a single retrieval framework is AMORE.255. CONCLUSIONSWebMARS is a multimedia retrieval system that concentrates on the retrieval of whole documents based on all theircomponent media types. This is a departure from the more traditional text or image centric approaches to retrieval.Retrieving whole documents is also advantageous since now the user can pick whole documents or parts of themto perform QR, which also helps to bridge the gap between di�erent media types; thus the browsing and queryingfunctions are fused providing a 
exible interface to the user. The use of multiple media types in formulating thequery also helps the retrieval performance of the system as shown in our results.
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