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Symbols Descriptions
R number of training samples (tokens or strings)
r = 1, ¼, R index of individual training samples
X aggregate of all training samples
c a random variable in the space of X
S aggregate of training reference labels 
s aggregate of hypothesis labels (reference or otherwise)
Xr rth training sample. It may represent a sequence of observation vectors 

with a variable length: Xr = xr,1, xr,2, …, xr,T

cr a random variable in the space of Xr

Sr reference label of the rth training sample. It may represent a sequence of 
words with variable length: Sr = wr,1, wr,2, …, wr,M

sr hypothesis label of the rth training sample (reference or otherwise)
xr,t tth feature vector of the rth training observation sequence.
cr,t A random variable in the space of xr,t.
wr,i ith word of the reference label of the rth training sample
q hidden Markov model (HMM) state sequence
q natural parameters of the exponential family distributions
L Aggregate of model parameter sets 
L¢ model parameter sets obtained from the immediately previous iteration 

in an iterative learning algorithm
ai,j HMM transition probability from state i to state j
bi(x) HMM emitting probability for observation x at state i
µ mean vector of Gaussian distribution 

S covariance matrix of Gaussian distribution

Major Symbols Used in the Book and 
Their Descriptions
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Superscript T denotes the transpose of a matrix or vector; for example, xT will be a row 
vector.
(w1, ¼, wM) denotes a row vector with M elements, and the corresponding column vector 
is denoted as w = (w1, ¼, wM)T.
[a, b] denotes the closed interval from a to b (i.e., the interval including the values a and b 
themselves). (a, b) denotes the corresponding open interval (i.e., the interval excluding a 
and b). [a, b) denotes an interval that includes a but excludes b.
The expectation of a function f (x) with respect to a random variable x is denoted by 
Ep(x |l)[  f (x)] or Ex[  f (x)], assuming that the distribution of x is described by p(x|l), where l 
is the parameter set in this distribution. In situations where there is no ambiguity on which 
a variable is being averaged over, this will be simplifi ed by removing the suffi x.

1.

2.

3.

4.

Mathematical Notation
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