












The key is to learn to break down the problem and make it modular

In both cases, we leverage function composability
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• Features, Training set ((X,Y) pairs), 
Schemas,…

• Teaching Expertise (feature tuning, 
modularity, exploration)

• IDEs





E(H,l) – E(H) E(H) – E

estimation error approximation error
over training                      not enough capacity

add more examples           get better model/features



• Uncertainty errors -> do nothing or label as “don’t care”

• Mislabel errors -> correct label

• Ignorance errors -> add examples

• Feature blindness errors -> add, edit, or remove features



progress is being made

Tag and ignore (progress)

Correct label (progress)

Add, edit, or remove features (progress)
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https://www.microsoft.com/en-us/research/video/introduction-to-luis






