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Ak The main goal, Is to set automatic tuning methods for CSP algorithms, allowing
e -scientists who have little knowledge of the search technigue itself to nevertheless solve their
optimization problem without the need for some optimization engineer. We will address both
off-line and on-line tuning issues, at problem level as well as instance level. These techniques/
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will be tested on several computational biological problems.

“When an inconsistency is found, a backtrack
procedure Is called.
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A Constraint Satisfaction Problem (CSP) is a triple
(X, D, C) where: JNgoing wWork

. Usually, search-strategies are defined for a class
X represents a set of n variables.

*D represents the set of variables domains, i.e | ©F Problems. Our goalis to adapt the strategy to
pOSSIble values for the variables. the problem at-hand. In this way, our research

“C represents a finite set of constraints. directions are:

Solving a CSP involves the finding of consistent Variable Selection:
values for all variables or the demonstration that Heuristically discover weak dependencies be-

Nno solution can be found. tween variables, to guide the search procedure,
domFD.
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Table 1 shows a comparison against domWdeg,
A complete search procedure can be used to| one of the best dynamic variable ordering heu-
solve a CSP. To be efficient, it has to be com- || ristics.

bined with a good search-strategy which involves _ / _
the successive selection of variable/value pairs: Automatic Parameter Configuration:

Applying a machine learning technique called
inear regression In order to predict the best
search-strategy.

“Choose a variable at each node in the search
tree (Variable Selection)

“Choose a value for the selected variable (Value
Selection)

“ldentify a suitable set of features, in the con-
text of CSP’s.

domWdeg m -"Applymg a R|clzlgelregrel88|on N order tg) learn a
function f(x) which Is going a be a run-time pre-

dictor.

“Predict the best parameter configuration for an
unseen INstance based on the learnt function.
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Table 1: average runtime (s)
per benchmark-family

aeneral biIscussion

“domFD has shown a search reduction by several orders of magnitude. \
“Combining domFD with domWdeg.

“"Setthg the best parameter configuration per instance we will improve the over all performance
for a class of problems.

“Adapt our search-strategy during the resolution process.

“Qur approach should be general enough to be applied to a large number of parameters.




