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Nodes Networked Together -
The Challenge Many Possibilities

e Non homogenous network

Simple improvements in computational power through

technology scaling are no longer available at historical rates. e On-Chip interconnect with high speed serial inbetween
We must turn to explicit parallelism to continue receiving gains.
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e How does this affect our programming model? ~ > % >
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e What new models are available?
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e How can the hardware assist? [
[ DRAM j Rest of Network [
e What do we ask of the programmer, the compiler, the

e DRAM could be shared between nodes
e Potential for non homogenous memory

A Mamba Node Our Work - Mamba

We are in the process of designing and implementing (Using FPGAs) an
/. MIPS64 basegpu \ Cache architecture we have called Mamba. Mamba is being used to help us

® Caches data from explore the multicore design space.
local address space.

hardware and any runtime system?

e Supports many threads
with fine-grained multithreading.

. Eyrilamic scheduling of threads bY/ e Mamba consists of a network of nodes, each with its own CPU, cache
araware.

and area of memory.

e Requests to memory

° Rf}?ueStsdme : not controlled by local e Mamba supports many threads, which are very lightweight.
otner nodes tna : - :
access this node's node get sent over network. - Encoulja.ge programmers to parallelise as much as possible to gain
memory area. / Main Mem ory \ scalability
* Shared among several nodes. e Each word of memory has a presence bit, which is used as a

e Each responsible for a particular
area.
e Thread state stored as 'activation

synchronisation mechanism.
- Used for fine grained synchronisation, to make it easier to use

On-Chip Network

e Connects all nodes in the system. frames' in node's memory area. many threads
e Number of threads only limited
\by size of memory. / e First implementation completed using a Stratix III on a DE3 board.

Computation DE3 Boards - Used to implement initial
and Communication version of Mamba

~ ¢ FPGAs allow us to run test
programs at a decent
speed, without having to
do a full, expensive and
inflexible silicon
implementation.

Technology scaling favours transistors over wires, so
communication becomes relatively more expensive than
computation.

e We need to minimise the communication within a system.

e We may get gains from replacing communication with
computation.

e We need to make the communication within a system more
explicit to a programmer so they can better optimise for it.
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