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Abstract—For many years, spatial (3D) sound using head-
phones has been widely used in a number of applications. A
rich spatial sensation is obtained by using head related transfer
functions (HRTF) and playing the appropriate sound through
headphones. In theory, loudspeaker audio systems would be
capable of rendering 3D sound fields almost as rich as head-
phones, as long as the room impulse responses (RIRs) between
the loudspeakers and the ears are known. In practice, however,
obtaining these RIRs is hard, and the performance of loudspeaker
based systems is far from perfect. New hope has been recently
raised by a system that tracks the user’s head position and
orientation, and incorporates them into the RIRs estimates in
real time. That system made two simplifying assumptions: it
used generic HRTFs, and it ignored room reverberation. In this
paper we tackle the second problem: we incorporate a room
reverberation estimate into the RIRs. Note that this is a non-
trivial task: RIRs vary significantly with the listener’s positions,
and even if one could measure them at a few points, they are
notoriously hard to interpolate. Instead, we take an indirect
approach: we model the room, and from that model we obtain
an estimate of the main reflections. Position and characteristics
of walls do not vary with the users’ movement, yet they allow
to quickly compute an estimate of the RIR for each new user
position. Of course the key question is whether the estimates are
good enough. We show an improvement in localization perception
of up to 32% (i.e., reducing average error from 23.5◦ to 15.9◦).

I. INTRODUCTION1

Audio spatialization refers to techniques that synthesize a
virtual sound image in order for the listener to feel as if
the signals are originated by an actual source located at a
certain position [1]. Spatialized audio can be rendered by
headphones or loudspeakers. The latter relieves the user from
wearing a headset, and is thus widely appreciated in home and
desktop environments. However, spatialization performance of
loudspeaker-based systems is significantly inferior.

One challenge in loudspeaker-based audio spatialization
is the crosstalk caused by the contralateral paths from the
loudspeakers to the listener’s ears, which often damages the 3D
cues of the spatialized audio. Crosstalk cancelation techniques
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have been studied to eliminate or minimize the crosstalk [2],
[3], [4].

To perform crosstalk cancelation well, one must accurately
model the acoustic path from the loudspeaker to the listener’s
position. Several methods to model the transfer functions have
been proposed in the literature [5]. The simplest scheme is
to use a free-field model: the sound field radiated from a
monopole in a free-field is computed based on the distances
from the sources to the observation points. Under the assump-
tion that the human head can be modeled as a sphere, the
expression for the sound field produced by a sound wave
impinging on a rigid sphere has been formulated in [6].
An improvement over the spherical head model is to adopt
the head related transfer function (HRTF) [7]. The HRTF is
often measured in an anechoic chamber with dummy-heads to
provide an acoustically realistic model of a human listener.

An additional hurdle is that crosstalk cancelation has to be
done for the current position of the user’s head. In other words,
the HRTF has to be further composed with direct path delay
and attenuation of the sound wave. Only then one can calculate
more accurate transfer functions between the loudspeakers and
the listener and use them for crosstalk cancelation [8]. For
instance, early works [9], [10] used intrusive electromagnetic
trackers to demonstrate this idea. Song et al. [11] recently
built a binaural loudspeaker audio system based on a 3D face
tracker with a single webcam, and showed experimentally that
tracking and HRTF can indeed help improve the listener’s 3D
audio perception.

Finally, a major hurdle is reverberation. Real-world envi-
ronments are often reverberant, which creates some additional
challenges for crosstalk cancelation. Kyriakakis and Hol-
man [12] noted that the performance of conventional crosstalk
cancelation systems degrades in a realistic listening room in
which reverberation exists in general. They proposed a solution
that changes the layout of the system to ensure the direct path
is dominant, so that it reduces the effect of reverberation.
Unfortunately, even this small improvement is not always
possible, as layout changes may not be practical. In theory,
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a better solution would be to take the room reverberation into
consideration when computing the transfer functions between
the loudspeakers and the listener. For instance, in [13], Lopez
et al. used room impulse responses measured by dummy
head to help crosstalk cancelation in reverberant rooms and it
significantly improved results. However, that result is mostly
a proof of concept: room impulse response is very difficult
to measure, varies significantly with the head position and
orientation relative to the room environment, and is notoriously
hard to interpolate. For those reason, there has been no
practical work that takes room reverberation into consideration
during crosstalk cancelation.

In this paper, we explore a novel scheme for crosstalk
cancelation, which explicitly considers room reverberation by
modeling the room with a number of planar reflectors such
as walls or ceilings. These models can be estimated with
approaches such as [14]. In other words, instead of directly
trying to measure the room impulse response (RIR), we model
the room and obtain the RIR from that model. Indeed, while
the RIR changes with every little movement of the user’s head,
an estimate of the new RIR can always be quickly obtained
from the model. A similar approach has been applied to sound
source localization, with dramatic improvements [15], [16].
By using the estimated RIR, and applying an equalization
technique, we can improve the channel separation and thus the
user’s experience. The main question is, of course, whether
such an estimated RIR is accurate enough (i.e., close to
the true RIR) to yield reasonable results. Our experimental
results clearly show that the estimated RIR is calculated close
enough to the true RIR. By applying an equalization technique
to the estimated acoustic transfer function that includes the
reflections caused by the walls/ceilings of the listening room,
we improve the listener’s performance on estimating the virtual
source position. At the center position, our subjective listening
tests showed an improvement in localization perception of
32%, i.e., reducing the average error from 23.5◦ to 15.9◦.
Overall, the average improvement was 16%.

The remainder of this paper is organized as follows. Sec-
tion II introduces conventional binaural audio systems. In
Section III, a room-model based binaural audio system is
investigated. Experimental results and conclusions are given
in Section IV and V, respectively.

II. CONVENTIONAL BINAURAL AUDIO SYSTEMS

The block diagram of a conventional binaural audio play-
back system with two loudspeakers is shown in Figure 1.
Component C represents the transmission path or acoustic
channel between the loudspeakers and the listener’s ears. The
binaural audio system consists of two major blocks: binaural
synthesizer B and crosstalk canceller H. The goal of the
binaural synthesizer is to produce the sounds that should be
heard by the listener’s ear drums. In other words, we hope the
signals at the listener’s ears eL and eR shall be equal to the
binaural synthesizer output xL and xR. Thus, the objective
of the crosstalk canceller is to equalize the effect of the

Fig. 1. Diagram of a typical binaural audio system with loudspeakers.

transmission path C. If C is known or can be estimated, this
can be achieved by taking an inversion of the C matrix [1][2].

A. Binaural Synthesis

The binaural synthesizer synthesizes one or multiple virtual
sound images at different locations around the listener using
3D audio cues. There are a number of well-known cues for
the human auditory system to localize sounds in 3D, such as
the interaural time difference (ITD), the interaural intensity
difference (IID), and the directional filtering induced by the
ear shape. In this paper, we follow the work in [8], [17] and use
HRTF to synthesize binaural signals from a monaural source.
When properly computed, the HRTF incorporates elements of
all three 3D cues mentioned above. Specifically, one can filter
the monaural input signal with the impulse response of the
HRTF (for a given distance and angle of incidence) as:

x =
[

xL

xR

]
=

[
BL

BR

]
x = Bx, (1)

where x is the monaural input signal, BL and BR are the
HRTFs between the listener’s ears and the desired virtual
source. The outputs of the binaural synthesizer xL and xR

are the signals that should be reproduced at the listener’s ear
drums.

B. Crosstalk Cancelation

The acoustic path between the loudspeakers and the lis-
tener’s ears (Figure 2) is defined as the acoustic transfer matrix
C:

C =
[

CLL CRL

CLR CRR

]
, (2)

where CLL is the transfer function from the left speaker to the
left ear, and CRR is the transfer function from the right speaker

Fig. 2. Acoustic path between two loudspeakers and the listener’s ears.



to the right ear. CRL and CLR are the transfer functions from
contralateral speakers, which are called “crosstalks”. For head-
phone applications, the two channels are completely separated,
hence both CRL and CLR are zero. The binaural synthesis step
alone is sufficient to generate great 3D auditory experiences for
the user. However, for loudspeaker applications, the crosstalks
will destroy the 3D cues of the binaural signal. We need to
insert a crosstalk canceller to equalize the transmission path
between the loudspeakers and the listener.

The crosstalk canceller matrix H can be calculated by taking
the inverse of the acoustic transfer matrix C.

H = C−1 =
[

CLL CRL

CLR CRR

]−1

=
[

CRR − CRL

−CLR CLL

]
1
D ,

(3)

where D denotes the determinant of the matrix C. Note that
we assume the listener’s head position is known, e.g., given
by a tracker [13], [17], [19]. In addition, since the acoustic
transfer functions derived from the HRTFs have non-minimum
phase characteristic, it is generally unstable to compute H by
directly inverting of C. Instead, H can be adaptively obtained
by the least mean square (LMS) method [3], [18].

III. ENHANCED BINAURAL AUDIO SYSTEM WITH ROOM
MODELING

As mentioned in the introduction, real-world environments
are often reverberant, which complicates the computation
of the acoustic transfer matrix C. To include the indirect
paths from the loudspeakers to the listener, the room impulse
response must be carefully measured, as was done in [13].
However, the room impulse response may vary significantly
as the listener moves around, which renders such measurement
based schemes highly impractical.

As noted in [12], the main impact of reverberation on
sound quality in immersive audio systems is due to discrete
early reflections. Psychoacoustic experiments have confirmed
that early reflections are the dominant source of frequency
response anomalies when all other factors being equal [20].
In this paper, we propose to model such early reflections
explicitly using a simplified room model. The key benefit
of our approach over the measurement based approach is its
capability to handle moving listeners: the early reflections
can be computed through the image method [21] given the
listener’s position at any instance.

A. The Room Model

Rooms are diverse, and potentially complex environments.
They may contain furniture, people, partial walls, doors,
windows, nonstandard corners, etc. However diverse, they do
have a few things in common. For instance, almost every room
has four walls, a ceiling and a floor; the floor is leveled, and
the ceiling almost always parallel to the floor; most walls are
vertical, straight, and extend from floor to ceiling and from
adjoining wall to adjoining wall. For personal binaural systems
on the desktop, the two speakers are often placed on an office
table, about 90 cm high. In addition, many objects that seem
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Fig. 3. Acoustic paths between two loudspeakers and the listener’s ears with
reflections.

visually important are small enough that may actually be
acoustically transparent for most frequencies of interest. Based
on these observations, we model a typical room with 6 planar
surfaces: 4 walls, the ceiling and the floor (or the table if the
main reflection from below is due to the table).

Each planar surface is modeled with its 3D position and
reflection coefficient. Their positions and the reflection coeffi-
cients can be measured or estimated by a number of methods.
Several active 3D estimation methods from computer vision
can be used [22], but do not provide estimates for reflection
coefficients. To obtain estimates of reflection coefficients,
acoustic measurements have to be performed. Again, several
algorithms have been proposed for automatic acoustic room
measurements. For instance, Ba et al. [14] actively probed
the room by emitting a known signal, and estimated the room
geometry and reflection coefficients by examining the received
reflections of a compact microphone array. O’Donovan [23]
used a 32-microphone spherical array to visualize the location
of sound reflections. Antonacci and Aprea [24], [25] used a
single microphone and either a moving source on a circular
trajectory or multiple sources to estimate the coordinates of re-
flectors. Moebus [26] used MVDR beamforming with a single
ultrasound transmitter/receiver pair mounted on a precision 2D
positioning system to perform ultrasound imaging in air, with
which the position and outline of obstacles can be determined.

While any of these methods could be used, in the following
we assume a simplified planar room model similar to [14] is
obtained for the test environment.

B. Enhanced binaural audio system with room modeling

When a sound source is placed inside a room, the sound
wave at an arbitrary location can be represented by the
superposition of a number of reflected sound waves. If the
room contains only planar surfaces, the reflections can be
modeled as direct sounds from various image sound sources,
which are placed on the far side of the walls surrounding the
real source [21].

As shown in Figure 3, the acoustic paths from the loud-
speakers to the listener’s ear drums can be represented by the
summation of the impulse responses from the actual source
and the imaged sources reflected by the walls surrounding the



Fig. 4. Room impulse response computed with HRTF only and with the
proposed scheme based on room modeling.

listener:

Cmn =
N∑

k=0

βk

rmk
z−ΔmkCmn(θk), m, n ∈ {L, R} (4)

where N is the total number of planar surfaces, k denotes
the index of the images of the loudspeakers, and the actual
loudspeaker is represented as k = 0. m and n represent the
indices for the left or right loudspeakers and left or right
listener’s ears, respectively. βk, rmk, and Δmk denote the
reflection coefficient for the kth wall, the distance between the
kth image of the m speaker and the listener, and the delay from
the kth image of the m speaker to the listener, respectively.
Δmk = rmk

c , where c is the speed of sound. Note we assume
the head size is much smaller than the distance between the
image sources and the listener, hence both ears share the same
rmk. Cmn(θk) is the HRTF from the kth image of m speaker
to n ear. For instance, CLL(θk) is the HRTF of the kth image
of the left speaker to the left ear. Finally, note that only first
reflections of the walls are considered in this paper, although
extending to multiple reflections is straightforward.

In short, the acoustic transfer function from m speaker to
n ear is the summation of Cmn(θk) weighted by βk, delayed
by Δmk, and attenuated by distance rmk. The overall acoustic
transfer matrix C can be written as:

C =

⎡
⎢⎢⎣

N∑
k=0

βk

rLk
z−ΔLkCLL(θk)

N∑
k=0

βk

rRk
z−ΔRkCRL(θk)

N∑
k=0

βk

rLk
z−ΔLkCLR(θk)

N∑
k=0

βk

rRk
z−ΔRkCRR(θk)

⎤
⎥⎥⎦ (5)

An example of room impulse response calculated based on the
proposed room model method is shown in Figure 4. Based on
this calculated room impulse response, we then compute the
crosstalk canceller matrix H using the LMS method as in [3].

IV. EXPERIMENTAL RESULTS

As we have mentioned before, there is no doubt that ac-
counting for the room impulse response will improve results.

However, since RIR varies significantly as the listener moves
around, none of the existing approaches have successfully
demonstrated the benefit of room modeling in practical en-
vironments. The key question we would like to answer is
whether the proposed RIR estimation based on a room model
is good enough to be useful in enhancing 3D sound perception.
In order to evaluate the effectiveness of the proposed room
model based scheme for crosstalk cancelation, we conducted
subjective listening tests to compare it against the conventional
methods where no room reverberation is considered [11]. Both
systems adopted a webcam to perform 3D face tracking in
order to obtain the listener’s head position and orientation.
The focus of the test is the listener’s capability to accurately
tell the directions of a set of virtual sound sources.

A. Test Setup

In our listening tests, the subjects were asked to identify the
sound source directions between −90◦ and 90◦ in azimuth,
as shown in Figure 5. The two loudspeakers were located at
±30◦, respectively. The virtual sound images were rendered at
10 pre-specified locations: −90◦, −75◦, −60◦, −45◦, −30◦,
0◦, 15◦, 45◦, 60◦, 75◦, and 90◦. The distances from the center
listening position to the loudspeakers and the virtual sound
sources are about 0.6 m.

The subjects were asked to report their listening result on an
answer sheet by indicating the sound source direction freely
on the semi-circle. The presentation of the test signals and
logging of the answers were controlled by the listener. Sound
samples were played randomly and repetitions were allowed in
all the tests. The monaural signal was a game-like stimulus,
consisting of 5 sub-stimuli with 150 ms silent interval. The
sub-stimulus was a pink noise with 16 kHz sampling rate.
It was played 5 times in 25 ms duration with 50 ms silent
interval.

Nine subjects participated the subjective study. Each subject
was tested at 3 different positions: center, 20 cm to the left,
and 20 cm to the right (Figure 5). These 3 positions are used to
tabulate the results. They do not need to be precise: in both the
conventional method and the proposed method, the subjects’
head position and orientation were continuously obtained by
a video-based motion tracker. The estimate of the acoustic
transfer matrix C could thus be explicitly computed [13],
[17], [19]. The results were evaluated by comparing the
listener’s results with the ground truth information, i.e, the

Fig. 5. The listening test configuration.



Fig. 6. Test results when the listener is at center.

listener estimate of the target position with the ”desired” target
position. All tests were conducted in a normal laboratory
room, with size about 5.6 × 2.5 × 3 m3. The listener’s center
position is located at 2.1 m away from the right wall and
1.2 m away from the front wall. The room model and the
relative position between the loudspeakers and the room were
measured by a tape, with accuracy up to 1 cm. The reflection
coefficients of the walls are all set to be 0.5, which is a very
crude approximation. Note that by using a method like the one
proposed in [14] a more accurate estimate should be expected.
The room reverberation time RT60 of the listening room is
approximately 200 ms, calculated by utilizing the Sabine’s
equation [27].

B. Test Results

The average and standard deviation of azimuth angles iden-
tified by the 9 tested subjects are plotted in Figures 6-8, and
summarized in Table I. In Figures 6-8 the squares represent
the results of the proposed room model based binaural audio
system, and the circles show those of the conventional system
that does not consider room reverberation. The x-axis denotes
the ground truth angles (ie., ”target angles”) and the y-axis
represents the angles identified by the listener. The ground
truth or reference angles are also marked in the figures with
crosses. Identified angles closer to the reference (i.e., the “X”)
are better. For better visualization, the results of the traditional
methods are plotted with a small offset to the left.

Figure 6 shows the results when the listener was at the
center position. The virtual source between −30◦ and 30◦

were almost always identified correctly, since they are inside
the range of the two loudspeakers. When that is the case,
crosstalk cancelation is not as critical, and localization per-
forms reasonably well. When the virtual source moved out
of the segment between the two loudspeakers, performance
dropped. However, the proposed system showed much better
accuracy in localizing the virtual sources compared with the
conventional system. This demonstrates the effectiveness of
the proposed approach of room modeling based crosstalk
cancelation.

Even with room modeling, listeners still could not achieve

Fig. 7. Test results when the listener is at 20 cm left.

perfect localization for virtual source outside the loudspeaker
range. There are a number of reasons for this, besides the non-
perfect reverberation modeling. Among contributing factors,
we mention 1) there may be small offsets or errors between the
estimated listener position and actual position, 2) the HRTFs
used in both systems were not personalized, and 3) we did not
incorporate a radiation pattern model for the loudspeaker. Of
course, each of these can, with some effort, be accounted for.

Figure 7 shows the results when the listeners were placed
at 20 cm to the left from the center position. Although
both systems were designed under the assumption that the
listeners’ positions were known, the results are very different
from the previous results obtained at the center position. This
is understandable, since the the acoustic paths between the
loudspeakers and the ears have been altered significantly.
Generally speaking, the virtual sources located beyond 30◦

were identified more accurately compared with those beyond
−30◦. It was much easier to reproduce the virtual source on the
right side than on the left, because the listener is much closer
to the left speaker. The proposed room modeling based method
still outperforms the conventional scheme, although the margin
is much smaller compared with Figure 6. We believe the
small margin can be attributed to the general difficulty in
the listeners’ localization capability when the loudspeakers are
asymmetric [28].

Figure 8 shows the results when the listener was placed at
20 cm to the right from the center position. The overall trend
is similar to the previous results. The proposed system based
on the room model still shows better performance than the
conventional system. The result is not exactly flipped over the
previous results from the left position case, however, as the
geometry of the room used in this test was not symmetric to

TABLE I
AVERAGE USERS’S ESTIMATION ERROR, IN DEGREES.

User’s Average error Average error Improvement
Position (no room model) (w/ room model) (%)
center 23.5◦ 15.9◦ 32%
20cm left 22.2◦ 21.4◦ 4%
20cm right 29.2◦ 25.8◦ 11%



the center of the listener’s location.
The average azimuth error for different listener’s positions

are reported in Table I. The azimuth error is calculated as a
difference between the ground truth and the judged azimuth.
The proposed room modeling based method shows the smaller
error to localize the virtual sources than the conventional one
for all three user positions. The speaker location is closer to
the wall on the left, which explains the worse performance of
the traditional algorithm when the user is 20 cm to the left
(i.e., closer to the wall), as well the larger improvement when
compared to moving 20 cm to the left.

We further conducted the student t-test to assess whether
the results of the two systems are statistically different from
each other. The absolute values of the difference between the
ground-truth and the judged azimuth

∣∣Referencei − Judgedi,n

∣∣
were compared, where i and n are the azimuth and subject
index, respectively. The t-test score of the event that the results
of the proosed system and the conventional system are drawn
from two normal distribution with the same mean is merely
0.0023%, which shows that the difference is statistically very
significant.

V. CONCLUSION

In this paper, we have explored the idea of enhancing conven-
tional binaural audio systems with explicit room modeling. We
showed that a simple room model with planar surfaces can be
very useful to better calculating the acoustic transfer functions
between the loudspeakers and the listener, which leads to
better crosstalk cancelation and audio spatialization. Compared
with measurement based schemes, our room model based
approach has the advantage that the early reflections can be
dynamically recomputed if the listener’s head moves around.
Note that previously published approaches (i.e., RIR estima-
tion or measurement) were targeted mostly at proving the
significance modeling the RIR, and were not practical. Thus,
the proposed room modeling is a significant improvement
over existing techniques: it actually makes room compensation
practical. Indeed, our user studies with a real-time system
implementing the proposed scheme showed an improvement

Fig. 8. Test results when the listener is at 20 cm right.

of up to 32% in user’s perception (for the center location),
with a t-test score of 0.0023%. It can be expected that with
better modeling, even better improvements can be obtained.
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